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Preface

This quarterly publication provides archival reports on developments in
programs managed by JPL’s Office of Telecommunications and Data Acquisition
(TDA). In space communications, radio navigation, radio science, and ground-based
radio and radar astronomy, it reports on activities of the Deep Space Network (DSN)
and its associated Ground Communications Facility (GCF) in planning, in support-
ing research and technology, in implementation, and in operations. Also included
is TDA-funded activity at JPL on data and information systems and reimbursable
DSN work performed for other space agencies through NASA. The preceding work
is all performed for NASA’s Office of Space Operations (OSO). The TDA Office
also performs work funded by two other NASA program offices through and with
the cooperation of the Office of Space Operations. These are the Orbital Debris
Radar Program (with the Office of Space Station) and 21st Century Communication
Studies (with the Office of Exploration).

In the search for extraterrestrial intelligence (SETI), the TDA Progress Report
reports on implementation and operations for searching the microwave spectrum. In
solar system radar, it reports on the uses of the Goldstone Solar System Radar for
scientific exploration of the planets, their rings and satellites, asteroids, and comets.
In radio astronomy, the areas of support include spectroscopy, very long baseline
interferometry, and astrometry. These three programs are performed for NASA’s
Office of Space Science and Applications (OSSA), with support by the Office of
Space Operations for the station support time.

Finally, tasks funded under the JPL Director’s Discretionary Fund and the
Caltech President’s Fund which involve the TDA Office are included.

This and each succeeding issue of the TDA Progress Report will present mate-
rial in some, but not necessarily all, of the following categories:

OS8O Tasks:
DSN Advanced Systems
Tracking and Ground-Based Navigation
Communications, Spacecraft-Ground
Station Control and System Technology
Network Data Processing and Productivity
DSN Systems Implementation
Capabilities for Existing Projects
Capabilities for New Projects
New Initiatives
Network Upgrade and Sustaining
DSN Operations
Network Operations and Operations Support
Mission Interface and Support
TDA Program Management and Analysis
Communications Implementation and Operations
Data and Information Systems
Flight-Ground Advanced Engineering

0SO Cooperative Tasks:
Orbital Debris Radar Program
21st Century Communication Studies

ose
"



OSSA Tasks:
Search for Extraterrestrial Intelligence
Goldstone Solar System Radar
Radio Astronomy

Discretionary Funded Tasks
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An Analytic Development of Orbit Determination
for a Distant, Planetary Orbiter

R. K. Russell and S. W. Thurman

Navigation Systems Section

With the advent of the Mariner ’71 Mission, NASA has been sending spacecraft
to orbit various distant bodies within the solar system. At present, there is still no
adequate theory describing the inherent state estimation accuracy, based on two-
way, coherent range-rate data. It is the purpose of this article to lay the groundwork
for a general elliptic theory, and in addition to provide an analytic solution for the

special case of circular orbits.

I. Introduction

When one begins to analyze a possible future mission
employing an orbiting spacecraft, it is desirable to know
the characteristics of the position and velocity errors of
that spacecraft, based on a single revolution of range-rate
data. To know these errors as a function of orbit shape,
size, and orientation with respect to the Earth is the cen-
tral issue. If range were the data type of interest, the prob-
lem would be vastly simpler, since velocities would not be
involved. Unfortunately for the analyst, however, range-
rate data is central and must be treated. This particular
problem has proved to be a most formidable analytic en-
deavor.

I1. Development of the Observable

One of the most important aspects of this orbital es-
timation problem is to pose it properly. In this regard, the
“binary star problem” of classical astronomy can provide
insight. In attempting to obtain the orbits of a distant bi-
nary star system through the use of spectroscopic Doppler

shifts, astronomers discovered that they could determine
all the elements of the motion except one. The one ele-
ment, which turned out to be completely indeterminate, is
the longitude of the ascending node relative to the plane-
of-the-sky, with the plane-of-the-sky being that plane nor-
mal to the line-of-sight from the observer to the binary
system.

The reason for this indeterminacy is that the binary
star system is effectively “at infinity,” meaning that no
significant parallactic motion exists between the observer
and the observed.

In this problem, the body about which the spacecraft
is in orbit is not “at infinity,” but is relatively near. This
implies that there will be some parallactic motion between
the observer and the observed, and hence we should be
able to obtain a “reasonable” solution for the longitude of
the ascending node relative to the plane-of-the-sky. This
parameter will typically be the principal contributor to the
spacecraft state error. As such, classical elements relative
to the plane-of-the-sky appear to be a sensible “eigen”
system in which to solve the problem.




The geometry of a spacecraft in orbit about a distant body is depicted in Fig. 1. Let:
Tp
rp =1 % (1)
%p
Zp
=19 (2)
Zp

where z,, yp, and z, are the plane-of-the-sky Cartesian position coordinates of the spacecraft and &, yp, and 2, are the
plane-of-the-sky Cartesian velocity coordinates of the spacecraft.

The orbital coordinates are then defined as:

£
r, = (77) (3)
¢
3
l.'o = (7]) (4)
¢
with
£ =a(cos E —¢) (5)
n=afsink (6)
¢=0 (M
: ansin £
6=_(1—ec05E> )
WEETY 0
(=0 (10)

B=+V1-¢e? (11)

where E is the eccentric anomaly, a is the orbit semi-major azis (km), e is the orbit eccentricity (dimensionless), and
n is the orbit mean motion (s71).

The orbital coordinates can be related to the Cartesian, plane-of-the-sky coordinates as follows:

r, = RT(Q,w,i)r, (12)

where RT(Q,w, 1) is the transpose of the Euler rotation matrix, defined as



cos Y cosw — sin 2 cos isinw sinQcosw + cosQcosisinw  sinisinw
R(Q,w,i) = | —cosQsinw —sinQcosicosw —sinQsinw + cosQcosicosw sinicosw (13)

sin2sini —cos{2sini cosi

and Q is the longitude of ascending node relative to the plane-of-the-sky, w is the argument of periapsis relative to the
plane-of-the-sky, and 7 is the inclination relative to the plane-of-the-sky.

To have any hope of analytically solving this problem, all possible simplifications must be made without, of course,
loss of generality. One such simplification will be to define the z-axis of the plane-of-the-sky system to be the line-of-
nodes. This implies that

Q=0 (14)
Thus RT(Q,w, i) becomes
cosw —sinw 0
RT(w,i) = | sinwcosi coswcosi —sini (15)

sinwsint coswsini cos?

If it is now assumed that the orbital elements are constant in time,

f, = RT (w, i), (16)
From Fig. 1, it is seen that
g =Tp—Ir (17)
Vntcos@
rr = Vntsind (18)
Vet + peT

where:
Vi is the component of the velocity of the target central body relative to the Earth that lies in the plane-of-the-sky;
this shall hereinafter be referred to as the “cross-velocity”
Vg is the component of the velocity of the target central body relative to the Earth that lies along the line-of-sight

pET is the distance along the line-of-sight between the center of the Earth and the center of the target central body
at the initial epoch of estimation, i.e., at t =0

6 is the angle between the cross-velocity and the line-of-nodes

One can now form the range-rate observable, p, as



where

Therefore,

where

It can then be shown that

where

p[):l‘p-i'p—rp-l"T—l‘T~l"p+l‘T-l"T

Vn cos 8
rr = | Vnsiné
Vr

rr-tr = Vit + Vit + Vrper

2nesinE

rp-fp=a
rp - i1 = Vn(€ay + naz) + Ve(§sinw + neosw) sin ¢

rp-Ip = VNt(éal + naz) + (Vat + pET)(E' sinw + fcosw)sini

a; = cosf cosw + sin @ sinw cosi

ay = —cosfsinw + sinf cosw cos i

Next one has

This can be shown to be

} 3
p= (rd-rd) = [rp-r,+rT-rT—2rp-rT]

p= [02 (1 — ecos E)2 + pLr + 20ET VRt + (Vﬁ, + V,";)t2

1
2
—2Vnt(Eay + naz) — 2(Vrt + peT)(€ sinw + 1 cosw) sin i]
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(22)

(23)
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(28)

(29)

(30)



For large pgr this implies

1 [1+i‘2;t 28"“{£smw+qcosw}+O(pET)]—%

This then becomes

t
z__l_[l__VR_ smt{fsmw+ncosw}]
PET PET  PET

Combining Egs. (21), (23)-(26), and (32) yields

p p_ [pETVR - pET{Esmw + ncosw}smz + V,;"rt + a’nesinE
ET

—-VN{(f + ft)al +(n+ ﬁt)az} - {E sinw + r]cosw}{é sinw + 1 cosw} sin? i]

From the above, one can observe that

{Esinw + ncosw} = a{(cosE —€e)sinw +,BsinEcosw}

{ésinw + ﬁcosw} = (_a_) {——sm Esinw + ﬂcosEcosw}

l-ecosE
Combining Egs. (33)-(35) produces

p R [VR - (ﬂ) {—sinEsinw + ﬂcosEcosw}

l—ecosE

1 2, ain2;
+ E{Vﬁt - (%) {sinEsinw —ﬂcosEcosw}{(cosE— e)sinw +ﬂsinE‘cosw}

+ a’nesin E — VN{(E +&)ar + (n + ﬁt)ag}}]

Now one proceeds to expand the last term of Eq. (36). To do this, Kepler’s Equation is needed:

E —esinE =n(t—Tp)

where Tp is the time of periapsis passage.

(31)

(32)

(33)

(34)

(35)

(36)

(37)



Without loss of generality, one may assume that Tp = 0. Therefore

nt=FE—esinE (38)

Combining Egs. (5), (6), (8), (9), and (38) produces

{€+énar + (r+iit)an }
_ (E—esinE)sinE . (E —esinE)cos E
_a{al(cosE—e— e B )+azﬂ(smE+ T ecos B )} (39)
The range-rate approximation then becomes
p = [VR - (l_an;(:)l_sz_é) {—sin Esinw + fcos E‘cosw} + %{Vﬁt + a’nesin E
- ET
a’nsin?i . . . .
N TeenE {sm Esinw — ﬂcosEcosw}{(cosE —e)sinw + ﬂsmE’cosw}
(F —esinE)sin & . (E~esinE)cos E
_VNa{al(cosE—e— -~ )+a2ﬂ(smE+ - )} (40)

If one wished to compute an approximation to the actual received range-rate signal, ignoring the motion of the
receiving station relative to the center of the Earth, Eq. (40) would be the expression to use. In this case, however, the
range-rate approximation shall be used for the development of partial derivatives only, and the only partial derivatives of
interest are with respect to the spacecraft state (classical orbital elements with respect to the plane-of-the-sky). Hence,
the elements of interest are a, e, Tp, w, i, and the final element is 6. Note that 8 by our definition is equivalent to the
longitude of the ascending node, Q.

Thus those terms in the range-rate approximation which do not contribute to the appropriate partial derivatives
will hereinafter be ignored. Additionally, those terms which contribute negligible partial derivatives will also be ignored.
As a result, the range-rate approximation which shall be used for the computation of the partial derivatives is

pa [(ﬂl—-) {sinEsinw —ﬂcosEcosw}

1-ecosE
— esin E)si o
_(Vna o cosE——e—(E esin E)sin £ +agf sinE+(E esin E) cos E (a1)
PET l—ecos FE l—ecosE

The partial derivatives with respect to a, e, Tp, w, and i shall be computed from the first term in the range-rate
approximation (since these dominate partials for the same parameters taken from the second term), whereas the partial
derivative with respect to 8 will be computed from the second term (this is the only term with 6 variation).



I11. Obtaining the Partial Derivatives
Rewriting Eq. (41) produces

l1—ecosFE

-1 1 . .
P [(ﬁ_’_‘fﬂ) {sinEsinw——,BcosEcosw}

PET l1—ecosE l1—-ecosFE

To produce the partial of the observables with respect to the classical state of the spacecraft, the partials of the eccentric
anomaly, E, with respect to the classical state are needed. They are

(5) = ~m= e w
(&)= a=eem 8
(57:) i )
(6—5) =0 (46)
(2};5) =0 (47)
(58)=0 (48)
Taking partial derivatives of the observable produces
(@) _ (nsini) [{—sinEsinw + Bcos E cosw}
Oa 2 (1—ecosE)
_3(E—esinE){(cosE’—e)sinw+ﬂsinEcosw}] (49)
(1—ecosE)3
(gs) — ansini [— cos E {(cos[f;i-_e)ec;ssu;;ﬂsin Esinw}
+sinE{(cosE(;i):icr::E-l-)fsinEcosw}] (50)



op \ _ 5 . .[(cosE —e)sinw + Bsin E cosw
(6 P) - smz[ (1—ecosE)3 (51)
ap\ _ . .[sin Ecosw + B cos Esinw
( w) _ansmz[ (= ccos E) ] (52)
ap\ _ .[sin Esinw — B cos E cosw
( i)—ancos [ (1 —ecosE) ] (53)
op Vna (E —esinE)sinE . (E —esinE)cos E
Py (A2 E—e-—
( 0) <PET) [aa{cos ¢ l—ecosE }+a4ﬁ{smE'+ l—ecosE } (54)
where
a3 = —sinf cosw + cosfsinw cos i (55)
a4 = sinfsinw + cosf cosw cos i (56)

Again, if one is to get through this problem, one must simplify as much as possible or risk getting lost in the
algebra. A careful examination of the partials detailed in Egs. (49)—(54) reveals that the first term of Eq. (49), other
than a constant of proportionality, is the same as Eq. (53). Therefore it may be eliminated from Eq. (49) by a change

of variable. Let

’__ 2a . .
a —a+(tani)z—a+(2acotz)z (57)
which implies that
%Y _ (9 (2a), (3) (0
(3a’> N (8a) (Ba') + (6:’ da’ (58)
From Eq. (57), one has
da
(a_> =1 (59)

(52) = (zmters) = (%) o

Therefore,

(Qﬁ’_ _ (—3nsini) [(E—esinE') {(cos E ~ e)sinw + fsin E cosw} 61
60’) - 2 (1-ecos E)3 (61)

To obtain the correct partials in Eq. (58), one must carefully discern which of the variables in Eq. (57) are differentiable
parameters and which are not; it is then clear that Eq. (61) represents a considerable simplification of the problem.



IV. Accumulating the Information Array

The normal, Gaussian way by which to obtain the covariance of errors in a set of estimated parameters, T, is stated
as follows:

r=[f-1+ ATWA]_l (62)

where T is the a priori error in the covariance, A is the vector partial derivative of the observable (at the time of
observation) with respect to the parameters being estimated, and W is the weighting matrix. If it is assumed that the
error in the measurement of the observable at time ¢; is uncorrelated with the error in the measurement of the observable
at time %;, for all ¢ and j, then W becomes a diagonal matrix of dimension equal to the number of observables. From
minimum-variance concepts, the diagonal elements of the weighting matrix may be shown to be just the inverse of the
variance of error in the observable (it is assumed the error process of the observable is stationary and hence that the
variance of error in the observable is constant and unchanging for every data point).

If one assumes the existence of no a priori information, then the error covariance sought, assuming discrete obser-
vations, may be formed as the inverse of the information array:

=35 (%) (%))

where X is the vector of estimated parameters (in this case this is the spacecraft state in classical elements relative to
the plane-of-the-sky), which shall be ordered in the following way:

T T
X= (pla D2, P3, P4, Ds, PG) = (0) ala i) ¢, TP; UJ)

and N is the number of data points (observations).

In this case, to simplify the accumulation, continuous observations are assumed, and hence the sums involved will
become integrals. For further simplicity, the accumulation shall be performed over a full orbit period in the time domain
P (in the manner in which “real” data is taken, in equal increments of time), beginning at —P/2 and ending at +P/2.
Since the observable and the partials are all formulated in terms of the eccentric anomaly, E, it is logical to perform the
accumulation with this parameter as the independent variable. From Eq. (37), one has

(1 —e:osE)dE

Thus a general information array element, I;;, may be stated as

1 '(Q) (ﬂ) (l—ecosE)dE (65)

Ch (aa%) _x \Op; Op; n

where o is a scale factor chosen such that the information array, I;;, obtained continuously is the same as that formed
discretely.



To ascertain the value of a, let X consist of only one parameter, with its attendant partial derivative being a
constant, K. Then the discrete information is just

L= [K:;V] (66)

p

The continuous information, however, is

In = [K2f} (67)

where P is the orbit period (in seconds).
Therefore, for the two informations to be equal, one must have

o= (%) (68)

This, however, implies that

a=At (69)
where At is the discrete sample rate (in seconds).

In the standard case of two-way, coherent range rate as the orbital data type, the discrete sample rate is 60 seconds.

Thus the elements of the information array may now be stated using the continuous formulation as

1 /A (1 —ecos E)
i =1an ), (ap,-> (c%-) no (70

For simplicity, scaled information array elements, I};, shall be stated where

, oinAt
I; = . L (1)

Note that Eq. (71) implies that when the determinant of the full 6 x 6 information array is computed, to obtain a correct
value, the result must be multiplied by
6
agnAt
.q

10



Similarly for the cofactors of dimension 5 x 5, the result must be multiplied by

a;‘;nAt 5
T

Since the information array is symmetric, only the upper diagonal portion of the array shall be stated.

If one examines Eq. (42), it can be seen that the range-rate value obtained for a certain value of w is the negative of
that for w + . The partials will also be of opposite signs. The information array elements will, however, be the same.
Hence the information array must be periodic in w, but go through two full periods as w goes from zero to 360 degrees.

With the complicated nature of the partials, there is a need for a very specific table of integrals to perform the
accumulation. Such a table is provided in the Appendices. With the use of the Appendices, the elements of the
information array can be straightforwardly computed.

Due to the complexity of the information array, any further simplification will be most welcome. We are only
interested in obtaining the variance (standard deviation) of 8, which is the error in the line-of-nodes relative to the
plane-of-the-sky. Any element in the inverted information array (the covariance), Cj;, can be stated as

Cy = [(-1)6+;‘)COD,-,-} (72)

where D is the determinant of the full 6 x 6 information array, I', with the appropriate constant factors included, and
CoD;; is the cofactor of the ijth element of the information array, which is just the determinant of the remaining 5 x 5
array obtained by removing row i and column j from the full 6 x 6 information array, with also the appropriate constant
factors included.

In this case, we are interested in Cy; only. This is just

O =of= 2201 (73)

If it is assumed that there are removable coefficients, a;, in each of the ith rows and ith columns of I’, and similar
coefficients, b;, coming from the 5 x 5 matrix whose determinant is the CoDy;, then

Co D, H5-=1 b? 1 [CoD)
on == (S50 g = (55) ™

where CoDj; and IV are the corresponding determinants with common factors removed.

One can now state the information array, I’, to compute I’ and CoD;;. The information array, with coefficients
removed, is shown below.

11



I, = [{%2“‘2”262}(“3“3)

+(;22-) {ﬂ5(7)+2ﬂ21n{ 1+ﬂ} (2—62) ﬂ3+3eﬂ2+e-'(3 5ﬂ2)}( _"g)] (75)

2(1+e)
where
(ag + af) = sin? @ + cos® f cos® i (76)
(01:‘,'7 - ag) = 2sin 2w sin f cos 0 cos i — cos 2w (sin2 8 — cos? 0 cos® i) (77)

I{zz[{%S(y)—%ln(l+7) Q+B)+ 77— 28 }sin0

(1+e)
_ %’g—{(ﬂn(1+7)+3ln{Q(II—:_ﬂe-)-}+26+-2-(l—ﬁ)(1 —3ﬁ)}
x(sin0cos2w - cochosisin%)] (78)
Iy = ﬂ[sin9 + {7'-’ + % + %ln{2(11-:-ﬂe) }} (sin0cos 2w — cos # cos isin 2w)] (79)

e R

+ (‘—1) {(2 - e2)1n{—1-+i} +(2¢2 = 1)(1 - B) + 2¢ — e“} (sin 6 cos 2w — cos0cosisin2w)] (80)

8 2(1+e)
Iy = [(11“;2:) cosf cosi — (2(’::)ﬁ((ll++ ;)e)) (sin 0'in 20 + cos  cos i cos 2w)] (81)
I = ﬁ[cosocosi- (72 + % + 6—22-1n { 2(111[1) }) (sinosin % + cos § cos i cos 2w)] (82)
= |{ 5250) - i1 40+ 501 =) - 55587 +26+9)]
oo { s+ 2221y + (20N 2 CHAEED) }] (83)
e R e e (84

, 1(1 1 cos2w [ 1 2¢?
B [x{ﬁ'<1+ey}+ i {56 49497) + i} )

12



3
Iy = (I—e—l—) [1 - 36 + %] sin 2w

e 1 .
I26 = [1—-{-—6 - m] sin 2w

Iig=1- (i;g) co8 2w

(1-5)

Ié4 = —m cos 2w
Iz =0
Iig = (%) sin 2w
' 1 (l_ﬂ)z
I, = ——4,83(1 ) [2(3+ﬁ)+ it 8) cos2w]

5= (Z‘%;) sin 2w
1 (l—ﬂ)

16 = B+ P) sin 2w
Iy = Z%g [2(2-}- e’) — ¢ cos2w]
I§6=%
Lg=1+ (i;g) cos 2w

(86)

(87)

(88)

(89)

(90)

(91)

(92)

(93)

(99)

(95)

(96)

(97)

where the removable coefficients, of course, turn out to be the coefficients of the individual partial derivatives, which are

(52)
a) =

PET

4 = —3nsini
2= 2

az = ancost

a4 = ansini
—_ 2 . .
as = —an®sin

ag = ansini

(98)

(99)

(100)
(101)
(102)

(103)
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From these scale factors and Eq. (71), one can infer that the error in # may be written as

4

per(w)ia03 ] [ fle,w) 13
[ Vn(a)i(m)} l [g(G,i,e,w) (104)

where f(e,w) is the cofactor of Dj,, and g¢(6,i,e,w) is just the determinant, D'.

V. Inverting the Information Array

Since the interest is in a single element of the inversion, only those computations required in Eq. (74) shall be
performed. Before plunging into the general elliptic case, the inversion for the special case of the circular orbit (i.e.,
e = 0) shall be demonstrated.

A. Circular Case

After much work, the elements of the information array (in the limit as e tends to zero) can be shown to be:

2

I 2 2\ _ _1. 2 _ 2
I, = ( 5+ 1) (aa + 014) 5 (a4 03) (105)
’ L
I, = ?sm0 (106)
y . 1/. -
Iia=sinf + 3 (sm 6 cos 2w — cosf cosisin 2w) (107)
y . 1. .
I, =sinf — 3 (sm 6 cos 2w — cos @ cosisin 2w) (108)
y R YA .
Ii5 = cosfcosi— 5(51n0s1n 2w + cos f cos i cos 2w) (109)
. A A .
le¢ = cosfcosi — §(sm05m 2w + cos f cos i cos 2w) (110)

1
I, = ?—5c052w (111)
, 1
123 = §Cos2w (112)
, 1
Iy=1- 3 cos 2w (113)
/ 1.
Is = -3 sin 2w (114)
/ 1.
Le = -3 sin 2w (115)
Ig=Ily=Ilis =T =Ig =1 (116)
Iyg=I3s = I3 = Igs = L35 =0 (117)
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To perform the inversion in this special, circular case, it is necessary to remove the parameter w from the estimation
since the argument of periapsis is indeterminate. Additionally the parameter Tp is removed from the estimation since
the partials are large and the same as those of w, only with the opposite sign. This rank reduction corresponds to
assuming that the true anomaly of the spacecraft at epoch is perfectly known, which is realistic in comparison to the
error in 6. With a large amount of algebraic manipulation, the four-parameter inversion yields an error in 8 of

[m(u)*(At)%] [g(f(w) r (118)

70 =% VN(G)%(‘K)é 9) i,W)
where
flw)= ﬁ -1+ -l—cos2u l§<:os2 2w (119)
13 6 36
2 2;
9(0,i,w) = (@_s_%_z) [7r4 — 72 cos2w — 1—2-12 cos? 2w — fib‘l + %l cos 2w — %1- cos? 2w] (120)

It is now apparent from Egs. (118)-(120) that the use of range-rate data for state estimation of a circular orbit about a
distant planet can yield singular results. Singular state errors will result if

6 = 90 deg, 270 deg, and/or (121)
i = —90 deg, 90 deg, and/or (122)
V=0 (123)

This latter condition of singularity may occur when the spacecraft is orbiting a superior planet (at the beginning and end
points of retrograde motion). These are important results, which are significantly at variance with orbit determination
experience for highly eccentric trajectories, which appear well behaved and certainly not singular. Note that even with
zero eccentricity, the results of Eqs. (119) and (120) imply a functional dependence upon w. This is an artifact of the
definition of the coordinate system at time zero. If we assume w = 90 deg, then the maximum variation in the error
in @ for any other value of w can be shown to be 13.6 percent. Thus the error in @ can be said to be only “weakly”

dependent upon w.

B. Elliptic Case

Many thanks go to R. J. Muellerschoen of the Navigation Systems Section for his help in using MATHEMATICA
to attempt the 6 x 6 inversion. Even with a large amount of available memory, the problem quickly consumed it all and
more. Thus it appears unlikely that a “reasonable” functionality for f and g can be obtained in the general elliptic case.
However, in having the information array, we have performed the accumulation in a general manner which will save
much time. A large number of orbit-determination studies as a function of geometry relative to the plane-of-the-sky can

be made quickly and cheaply.
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VI. Results
A. Circular Case

Venus Orbiting Imaging Radar (VOIR), the progenitor of Magellan, was extensively studied many years ago. It
was in these studies that the circular orbit singularities were first observed. The nominal orbit just happened to have
conditions that were near-singular. As a result, orbit determination errors were obtained that were outrageously large
(larger than the nominal orbit). This led to the use of several different computer programs to examine whether there were
program errors or not. The two main programs used to investigate the state estimation were the Orbit Determination
Program (ODP) and the Sequential Orbit Determination (SOD) Program. Both of these pieces of software yielded
the same, poor orbit determination behavior and so confirmed the belief that we had inadvertently stumbled upon
singularities in the orbit determination process for circular orbiters. The important parameters defining the nominal
VOIR orbit were:

Epoch March 17, 1982

Semi-major axis, a 6552 km

Eccentricity, e 1.52x 104

Inclination, ¢ 78.17 deg (relative to the plane-of-the-sky)
Argument of periapsis, w 170.7 deg (relative to the plane-of-the-sky)
Cross-velocity, Vy 14.413 km/sec

Target range, pgr 8.36765 x 107 km

Angle, 6 85 deg

Period, P 1.624 hr

The computer solutions were assumed to have as a data base one full orbit of coherent, two-way range-rate data. A
slight problem complicating exact comparison with the theory is that the computer programs employed assumed that
when the spacecraft was not visible to the Earth tracking station, there would be no data available. This eliminated
about 36 minutes of data (depending on the nominal inclination relative to the plane-of-the-sky) out of a total of 98
minutes available. The theory, however, assumes that a full orbit of data is available no matter what. As a result the
displayed errors are not in perfect agreement. The trends as functions of the angle 6 and the inclination #, however, are
in excellent agreement and as seen in Figs. 2 and 3, clearly demonstrate the singular behavior of the circular orbit. The
best place to compare theory and computer results is in Fig. 3 where the value of the inclination relative to the plane-
of-the-sky is small. In this configuration, a full orbit of data would be available to both theory and computer results,
yielding agreement to about 30 percent. As the inclination increases, the agreement between theory and computer
results degrades as more data is occulted. The error parameter displayed in these figures is

loz| = rog = acy (124)

B. Elliptic Case

The orbit determination studies for the general elliptic case are yet to be published.!

1 For additional information on the initial studies which helped to delineate the circular orbit problems, see the following: J. Ellis
and R. K. Russell, “Earth-Based Determination of a Near-Circular Orbit About a Distant Planet,” JPL Technical Memorandum
391-406 (internal document), March 9, 1973; R. K. Russell, “Improved Orbit Determination of Low-Altitude, Nearly Circular
Planetary Orbiters,” Engineering Memorandum 391-561 (internal document), April 25, 1974; R. K. Russell, “Analytic Orbit
Determination, A General Methodology and a Successful Example,” JPL Engineering Memorandum 314-59 (internal document),
August 9, 1976; and L. J. Wood “Orbit Determination Singularities in the Doppler Tracking of a Planetary Orbiter,” Journal of
Guidance, Control, and Dynamics, volume 9, number 4, p. 485, July-August 1986.
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VIl. Conclusions

It has been seen that circular orbits about distant planets may suffer singularities in over-all position error estima-
tion. These singularities are due to orbit inclination, placement of the line-of-nodes, and insignificant cross-velocity at
the start and end of retrograde motion when orbiting a superior planet.

Even though these conclusions appear to yield poor state estimation, one should not be unduly alarmed inasmuch as
the stated conditions for singularity are not maintained for extended periods during typical mission scenarios. However,
mission analysts should be aware of these potential pitfalls and realize that spuriously large results for circular orbiters
can be obtained and are not the result of incorrect assumptions or faulty software.

The general elliptic problem appears so involved that analytic inversion at this time is just not feasible, and in any

case the resulting expression for the position error would likely be so lengthy that any understanding would be lost in
the maze. '
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Fig. 1. Spacecraft orbital geometry in the plane
of the sky.
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Fig. 2. Norm of position error versus § (with inclination
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Appendix A
Required Integrals |

To perform the accumulation of the information array, a large number of difficult integrals of mixed trigonometric
and algebraic functions and their powers are required. Contained herein are the necessary results. Note that due to the

limits of integration, all integrals of odd functions will vanish.

An important, general integral, from which some of the results contained herein are derived, is

I(a,b,n) = ) b = 2 P ———
T s (@+beosE)MHE T (g2 _ p2)23 " \VaZ b2
where P, are the Legendre polynomials.

This integral is found in [1; p. 383, 3.661, 4].

For simplicity and convenience, we shall define:

The integrals necessary to perform the accumulation are:

/ (1-ecosE)dE =27
n

(1 —ecos EF)cos EdE = —me

-r

(1—ecosE)cos’? EdE = =
-
L:

dE =27

-

/ cos EdE =0

-

/ cos’ EdE ==

-

8
/ cos® EAdE =0

Esin EdE = 2n

-7

/’r E'sin E cos EdE = — (12{)

-

(A-1)

(A-2)

(A-3)

(A-4)
(A-5)
(A-6)
(A-T)
(A-8)
(A-9)
(A-10)
(A-11)

(A-12)
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For a full development of the following integral, see Appendix B.
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Continuing,
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Appendix B
Required Integrals ||

Out of all these difficult integrals, only one class is not expressible in closed form. These are integrals of the form

I _/' E? cos™ EdE
T ) e (I—ecosE)®

(B-1)

We shall confine our interest to the lowest order of the above, namely where n = 1 and m = 0. The other integrals can

be simply obtained from this one, which is

L 2
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x 1 —ecosE

If the square function is expanded in a Fourier series over the interval —7 to 7, one obtains

2
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This now can be made to yield the integral we are seeking:
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This latter integral can be found in (1; p. 366, 3.613] as
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TDA Progress Report 42-98

August 15, 1989

A Statistical Study of Radio-Source Structure

l. Introduction

Very Long Baseline Interferometry (VLBI) is a radio
astronomical technique which can provide exceptionally

26

Interferometry Observations

J. S. Ulvestad

Tracking Systems and Applications Section

Errors from a number of sources in astrometric Very Long Baseline Interfer-
ometry (VLBI) have been reduced in recent years through a variety of methods
of calibration and modeling. Such reductions have led to a situation in which the
extended structure of the natural radio sources used in VLBI is a significant error
source In the effort to improve the accuracy of the radio reference frame. In the
past, work has been done on individual radio sources to establish the magnitude of
the errors caused by their particular structures. This article reports the results of
calculations on 26 radio sources in which an effort is made to determine the typ-
ical delay and delay-rate errors for a number of sources having different types of
structure.

It is found here that for single observations of the types of radio sources present
in astrometric catalogs, group-delay and phase-delay scatter in the 50-100 psec
range due to source structure can be expected at 8.4 GHz on the intercontinental
baselines available in the DSN. Delay-rate scatter of ~ 5 x 10715 sec sec™! (or
~ 0.002 mm sec™1) is also expected. If such errors mapped directly into source
position errors, they would correspond to position uncertainties of ~ 2-5 nrad
(0.5-1 milliarcsec, or 0.1-0.3 microdeg), similar to the best position determina-
tions in the current JPL VLBI catalog. With the advent of wider bandwidth VLBI
systems on the large DSN antennas, the system noise will be low enough so that
the structure-induced errors will be a significant part of the error budget. Several
possibilities for reducing the structure errors are discussed briefly, although it is
likely that considerable effort will have to be devoted to the structure problem in
order to reduce the typical error by a factor of two or more.

Effects on Astrometric Very Long Baseline

high resolution (~ 5 nrad) for observations of compact nat-

ural radio sources. It involves simultaneous observations

of a radio source by two or more observatories that may be
separated by a large fraction of the Earth’s diameter, or



Thus, finally
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Reference

[1] I. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series and Products,
Corrected and Enlarged Edition, New York: Academic Press, Inc., 1980.
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by more than an Earth diameter if one of the observatories
is in space. The uses of VLBI currently fall into two major
categories. The astrophysical uses involve learning about
the objects studied because of interest in their physics, the
structures, changes, and motions of compact components
in natural radio sources. The other major use for VLBI is
astrometric and geodetic in nature; it involves the study
of sources not for their own sake, but for their use as ref-
erence beacons in studies of Earth orientation and plate
tectonics as well as spacecraft navigation. The two cat-
egories of VLBI investigations are complementary in the
sense that improved knowledge of the properties of natural
radio sources can be used to better understand and utilize
their performance as celestial beacons.

The natural radio sources used as beacons are very
distant, extragalactic objects. For the purposes of this
article, they will often be referred to by the generic name
of quasars, although they may also include distant radio
galaxies, BL Lacertae objects, and some sources whose
specific optical counterparts have not yet been identified.
The quasars are so distant that they can be used to define
an inertial reference frame. Spacecraft motions within the
solar system and motions on the surface of the Earth can
be found with respect to that reference frame.

Most astrometric VLBI work has proceeded under the
assumption that the quasars are point radio sources with
positions that are constant in time and do not shift as ob-
servation parameters change. Although it has long been
known that this is only an approximation, it has been an
appropriate assumption as long as the errors it introduces
have been significantly smaller than the errors introduced
by other aspects of the VLBI observations. Some other
error sources in astrometric VLBI are imperfect knowl-
edge of Earth orientation parameters, station location un-
certainties, the static and fluctuating troposphere, VLBI
instrumentation, and tidal effects. More detailed analy-
ses or expected levels of these and other errors can be
found in [1-3] and will not be repeated here. VLBI has
now reached the stage where the above errors can be cali-
brated or modeled well enough so that the residual errors
on interferometric delay measurements on intercontinental
baselines are in the < 100 psec range.

With the use of VLBI systems that enable high sam-
pling rates and large spanned bandwidths (e.g., the Mark
II1 system, [4]), expected delay errors using DSN antennas
are considerably less than 100 psec. On intercontinental

baselines, errors of approximately 150 psec of delay corre-
spond to position uncertainties of about 1 milliarcsec [1].
However, many of the quasars used for astrometric and
geodetic VLBI show structure on scales of several milliarc-
seconds. This structure is known to change with time, and
its effects on VLBI observables also depend on the base-
line length and orientation in a given observation. Thus, it
has been thought that delay errors caused by source struc-
ture are at roughly the 100 psec level on intercontinental
baselines. This is particularly true in the case of VLBI
catalogs that are used for spacecraft navigation. Because
of the need for a large number of radio sources distributed
around the sky with a high density of sources in the eclip-
tic plane, it has not been possible to be selective enough
to eliminate all the radio sources in which structure may
have an effect of ~ 100 psec.

The purpose of the work described in this article is
to use the intensity distributions of real radio sources to
estimate the magnitude of the error that is made by ob-
serving these resolved radio sources. Maps of the structure
of a number of compact radio sources are used to study
their effects on source position éstimates. Rough error es-
timates for several different quantities are made and their
dependence on several parameters is also studied.

. Important Observed Quantities in
Astrometric VLBI

Observed quantities in astrometric VLBI include
group delay (or bandwidth synthesis delay), phase delay,
delay rate, and correlated amplitude [1]. The delay is de-
fined as the difference between the arrival times of a radio
signal at two stations. In the case of quasars, the radio sig-
nal is a noise-like, broad-band signal rather than a narrow-
band tone or set of tones as is the case for a spacecraft.
The component of delay that is sought for understanding
quasar and observing-station locations is the geometric de-
lay, which is the delay caused by the combination of the
geometry of the baseline and the direction to the radio
source. Various effects mentioned in Section I can cause
errors in the determination of the geometric delay.

Most of the important observed quantities have been
defined and explained in [5], and the reader is referred to
that article for more detail than given below. Tradition-
ally, the group delay has been used and is defined as
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Here, ¢ is the relative phase of the radiation between the
two stations and w is the angular frequency (w = 27v,
where v is the sky frequency in units of Hz). Although the
group delay is formally defined as a derivative, it is actually
determined as a differential over a small frequency range:

Ad
" R

(2)

A second quantity, not traditionally used in astro-
metric VLBI, is the phase delay, which is defined by the
formula

(3)

€ |e-

Ty —

Phase delay is generally considered to have the potential
for increased accuracy relative to group delay because of
the “leverage” that is provided by having the total sky
frequency in the denominator. However, phase delay tra-
ditionally has not been used because of the difficulty of
making the correct a priori resolution of cycle ambiguities

[5].

The delay rate is a third important astrometric quan-
tity; it is currently used along with group delay in most
astrometric VLBI. This quantity is defined as the time rate
of change of the phase delay:

. 6‘r¢ 1 6¢

= —t = —— 4
"= T wa ®
The delay rate will be used for VLBI tracking of the Mag-
ellan spacecraft.

A fourth quantity that is often ignored in astrometric
VLBI will be introduced here, because it can provide im-
portant clues to the appearance of errors caused by radio-
source structure. That quantity is the correlated amplitude
of the radio source signal. The correlated amplitude (or
visibility amplitude) is defined and discussed extensively
in many works such as [1]. It may be expressed in units
of flux density, as a correlation coefficient, or as an ampli-
tude relative to the maximum possible. In this article, the
visibility amplitude will be used, and is defined by
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Here, S. is the correlated amplitude (or correlated flux)
and S; is the total amplitude (or total flux).

For a point radio source, the visibility amplitude has
a maximum value of one. When radio emission comes from
an angular area whose dimensions are comparable to A/D,
where ) is the observing wavelength and D is the baseline
length, the radio source is said to be “resolved.” That
is, it shows interference properties different from those ex-
hibited by a point radio source. The emission from differ-
ent directions causes a “washing out” of the interference
pattern, because the cross-correlations of radiation from
different parts of the source interfere destructively for the
two observing stations. Then the visibility amplitude (or
fringe visibility) is reduced. Since the amount of resolution
changes as Earth rotation alters the baseline orientation,
the visibility amplitude for a specific radio source varies
with time on a given baseline. This amplitude is an im-
portant indicator of the magnitude of the source-structure
effect on measured delays and delay rates, as will be de-
scribed further below.

i11l. Review of Soqrce-Structure Effects
on Astrometric VLBl Observations

Extensive analysis has been done to determine how
the non-pointlike structure of radio sources affects the
quantities observed in astrometric VLBI [6, 7], and will
not be repeated here. Typically, the structure-induced
group-delay error is largest for a given quasar when the
visibility amplitude is lowest, or when the interferometer
baseline “heavily resolves” the radio source.

In order to examine trends in the structure-induced
delays, it is useful to introduce the concepts of the (u,v)
plane and the inteferometer hour angle (IHA). (Again, see
[1].) For a single telescope, the hour angle is the east-west
angle of the source relative to the local meridian. When
a source transits the local meridian moving from east to
west, its hour angle is said to be zero. One hour earlier,
the hour angle was —15 deg, or —1 hour; one hour after
transit, the hour angle is +15 deg, or +1 hour. The ITHA
for two separated telescopes is defined analogously, with
the “local” meridian being defined as the meridian at the
midpoint in longitude between the two observing stations.



The (u, v) plane is the plane perpendicular to the di-
rection from the Earth’s center to the radio source, with
u increasing to the east and v increasing to the north.
As the Earth rotates, the projected interferometer base-
line in the (u,v) plane changes, which changes the inter-
ferometer response to any extended structure in the radio
source. The evolution of the (u, v) coordinates of the base-
line is calculable solely from the geometry of the locations
of the observing stations and the celestial coordinates of
the radio source. These coordinates are normally mea-
sured in units of wavelengths of the observing frequency,
so that 1/v/u? + v? gives the number of wavelengths in an
interference fringe, which is the approximate spatial res-
olution (in radians) of the interferometer. Figures 1 and
2 show plots of the (u,v) points sampled for two different
sources, one on the California-Spain baseline and one on
the California—Australia baseline.

The structure phase delay tends to be constant when
the structure group delay is small, in regions of the (u,v)
plane where the source visibility amplitude is high. How-
ever, this phase delay is not necessarily the same as it is
for other projections of the same baseline that also have
high visibility. If the (u,v) track for a given source and
station pair passes through a low-visibility region between
the two high-visibility regions, the phase delay will change
substantially in the low visibility region. This means that
the structure-induced delay rate should also be large in
regions of low visibility. Examples of such behavior will
be discussed in Section V.

IV. Calculations of Sou_rce-Structure
Errors for Real Radio Sources

The investigation of source structure using VLBI has
made substantial progress in the last 10 years, as improved
calibration, mapping, and modeling procedures have been
developed. It has become possible for astrophysicists to
map large numbers of compact radio sources for a variety
of purposes. One such investigation that was begun more
than 10 years ago is a 5-GHz mapping survey of strong
extragalactic sources that has been carried out by the Cal-
tech VLBI group [8, 9]. This survey is intended to make
maps of approximately 45 sources at several epochs to
study their overall properties and their structural changes
with time. First-epoch models of 26 sources were kindly
made available by T. Pearson to enable the author to study

the statistics of the structure effects on measured group de-
lay and phase delay. VLBI maps of many of these objects
are shown in [9].

The available models of compact VLBI sources are
derived by measuring the complex source visibilities at
a large number of (u,v) points, Fourier-transforming the
data to make maps of total intensity versus position in
the sky, then deconvolving these maps into superpositions
of point sources. The fluxes and positions of a set of
such point sources form a model of a single complex ra-
dio source. More detailed information on mapping and
modeling procedures is available in [10].

For each of the 26 sources studied in this work, the
(u,v) tracks on the Deep Space Network baselines between
California (Goldstone) and Spain (Madrid) and/or Califor-
nia and Australia (Tidbinbilla) were computed. (Since the
survey sources are fairly far north, they are all visible on
the baseline to Spain, but many are not visible on the base-
line to Australia.) The (u,v) tracks were sampled every 3
min, which is roughly the duration of a typical astromet-
ric VLBI observation of an individual source. The source
models were then used to compute the group delay, phase
delay, and delay rate caused by structure at each sampled
point, using the N-point-source formalism described in [6].
All quantities were computed relative to the flux-density
centroid (“center of gravity” of the source flux) of each
individual source, and computations were made only at

8.4 GHz.

Most astrometric VLBI makes use of observations at
both 2.3 GHz and 8.4 GHz, but corrections for charged-
particle propagation lead to the 8.4-GHz data having ap-
proximately 13 times greater weight than the 2.3-GHz
data. Flux-density centroids at the two frequencies may
differ by as much as 5 nrad, leading to a possible error
of up to about 10 psec in the charged-particle correction
to the delays. The interference phenomena will also dif-
fer significantly, with larger source sizes at 2.3 GHz being
partly offset by the poorer spatial resolution at the lower
frequency (see below). Again, this may be absorbed in the
charged-particle correction, and will probably cause an er-
ror of no more than about 30 psec of delay in the worst
cases. As seen from the results presented in Section V,
this means that most of the effect of source structure can
be found by doing studies at 8.4 GHz alone.

A number of additional assumptions were made in
computing the effects caused by structure. First, it was
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assumed that the source structures at 8.4 GHz were the
same as those at 5 GHz. It is well known that this is
not true, since there are substantial variations in spectral
index in different parts of VLBI sources. Typically, there
is one radio component that is identified as the “core” of
the quasar by virtue of the fact that its spectrum is “flat”
or “inverted” (i.e., the component strength at 8.4 GHz
is greater than or equal to its strength at 5 GHz). The
rest of the VLBI source typically shows a “steep” (flux
falls off with increasing frequency) spectrum. Based on
5-GHz maps alone, it is not always possible to identify the
core component. Most sources also do not have detailed
spectral information available, so it is not valid to attempt
to correct for the source spectrum in making calculations
at 8.4 GHz.

Another important approximation arises in comput-
ing source structure effects along (u,v) tracks that were
not actually sampled in the VLBI observations used in
making the original source maps. Use of the models de-
rived from baselines that are generally shorter than the
DSN intercontinental baselines amounts to making an ex-
trapolation in the (u,v) plane to determine the source vis-
ibility. Since a baseline between Owens Valley, California
and Bonn, Germany was used in making most of the maps,
the extrapolation is not extremely large in making calcula-
tions on the Goldstone-Madrid baseline. However, a sub-
stantial extrapolation is involved in making calculations
on the Goldstone-Tidbinbilla baseline.

Finally, there is an approximation in the use of the
derivative rather than the differential in computation of
the group delay. For bandwidth synthesis observations
using the Mark II VLBI system and the DSN, the maxi-
mum spanned bandwidth is typically 40 MHz. This is less
than 0.5 percent of the 8.4-GHz observing frequency, so ap-
proximating the differential as a derivative is fairly good.
However, the spanned bandwidth of ~ 400 MHz typically
used in the Mark III VLBI system approaches 5 percent
of the observing frequency. Then, using the derivative at
a single point is a less accurate approximation. Although
the group delay may be very large at a single frequency, it
can be significantly smaller at a frequency 300 MHz away.
Then, the use of the derivative instead of the differential
would tend to overestimate the effect due to structure. For
phase delay, the difference between the smaller and larger
spanned bandwidths is unimportant.

The data do not exist to enable us to make a quan-
titative study of the errors introduced by the above ap-
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proximations. Qualitatively, the use of 5-GHz maps for
calculations made at 8.4 GHz will probably lead to an
overestimate of the group delay caused by structure. Since
sources tend to be more dominated by a single component
at 8.4 GHz than they are at 5 GHz, they show less of an
effect due to the steep-spectrum extended emission. The
neglect of the effects at 2.3 GHz would cause an underesti-
mate of the structure effects, but the low weighting of this
frequency in the charged-particle correction means that
this underestimate is of relatively minor importance. The
extrapolation in the (u, v) plane means that some compo-
nents that might be resolved on long baselines at 8.4 GHz
are not separated in the models used, leading to a possi-
ble underestimate of the effects due to structure. Finally,
as mentioned already, the approximation of a differential
as a derivative is likely to lead to an overestimate of the
group-delay error in some cases.

It is clear that the results of the calculations presented
below can be used only as statistical indicators of the mag-
nitude of the source-structure errors and cannot be used
to make detailed statements about specific cases. Overall,
the magnitude of the estimated errors is probably within
a factor of 1.5-2 of the “real” errors induced by structure.
This error estimate is derived by procedures such as using
known spectra of parts of sources that have been mapped
at several frequencies to convert from their structures at
5 GHz to those estimated structures at 8.4 GHz, and then
recomputing the structure-induced delay errors.

V. Statistical Results
A. Some General Considerations

A variety of statistical quantities can be computed
from the source structure effects found for the individual
sources in the sample. The relevance of each quantity de-
pends on the specific circumstances under which a source
is observed and the way the VLBI data are analyzed. For
example, if a single observation is made of a source for
which there is no a priori information about structure,
the scatter about zero structure effect (“root-mean-square
about zero”) will give the typical deviation of quantities
from those measured at a nominal position given by the
source centroid. But if a large number of measurements
of a source have been made at a variety of (u,v) points,
the a priori source position may be offset from its flux
centroid by an amount governed by the average structure



effects in the previous observations. Then, the tradition-
ally computed root-mean-square would give the scatter on
top of an average bias that has been built into the a pri-
ori values. Of course, since structure effects may be ab-
sorbed by other parameters in the multi-parameter fit that
gives source positions, the a priori position will not be ex-
actly that given by the centroid plus the mean structure
effect. Further, the offset from the centroid would depend
on which astrometric quantities were used in deriving the
a priori position.

A further consideration arises from the fact that the
largest group-delay and delay-rate effects occur at points
with low visibility amplitudes. However, some of these
points will not exist in the final data set, because the low
amplitudes may mean that interference fringes are not de-
tected, and no valid measurement is acquired. For ex-
ample, a source with a total flux density of 0.8 Jy and a
visibility amplitude of 0.1 is probably too weak to show
fringes in a Mark II VLBI experiment using a 34-m and
a 70-m antenna. If weak fringes are detected, the low-
amplitude points will be lightly weighted because of their
low signal-to-noise ratio. The overall reduced importance
of the low-visibility points, where the largest offsets from
the flux centroid would appear, makes it likely that the
a priori position of a source will be very close to its flux
centroid. Therefore, the scatter about zero structure ef-
fect should be the most meaningful quantity in estimat-
ing expected errors. Although scatters about both zero
and about the mean have been computed for the source-
structure effects, the scatter about zero will be the quan-
tity quoted throughout the remainder of this section. The
reader should keep in mind the fact that the structure er-
rors are not Gaussian-distributed, so the scatters quoted
below should not be thought of as the parameters of a
standard error distribution.

B. General Results for Deep Space Network
Baselines

Table 1 lists the 26 sources that were used in making
calculations of the errors caused by source structure. This
table includes a classification of the type of structure each
source contains, roughly corresponding to those given and
described in [8, 9]. Note that these 26 sources fall into
5 different morphological classes; those divisions will be
used below in determining which types of sources cause
the greatest errors.

Figures 3-18 give samples of the computed structure
effects along the (u,v) tracks on DSN baselines for several
different sources. Each figure shows the visibility ampli-
tude and structure-induced delays and rates for a source,
as functions of IHA. Note, as expected, that the largest
group-delay and delay-rate errors occur near visibility min-
ima, while the phase delay changes rapidly at these points
and thus is different on opposite sides of the visibility min-
ima. As mentioned previously, recall that all quantities are
computed relative to the flux centroid of each source.

Figures 3—6 show results for a double radio source on
the baseline between California and Australia. This source
is visible on the given baseline for approximately 4 hours.
There are two regions where the visibility amplitude is
below 0.05; the structure-induced group-delay and delay-
rate errors at this point are impressively large. The phase-
delay error has a large derivative at these points, but a
large phase-delay error due to structure is not accumulated
over the 4 hours of tracking.

Figures 7-10 show results for a circumpolar, double
source on the baseline between California and Spain. The
separation of the main components in this source is more
than 50 nrad, which is many times larger than the resolu-
tion of the baseline. There are a large number of minima
in the plot of visibility amplitude, and each corresponds to
a spike in group delay and in delay rate. The phase delay
changes substantially at each minimum and accumulates
at the rate of approximately 100 psec per hour of observ-
ing, with a maximum value of over 700 psec caused by the
source structure.

Figures 11-14 show results for a circumpolar asym-
metric source that is fairly well dominated by its unre-
solved core. The visibility amplitude never drops below
about 0.4. The corresponding group-delay and phase-
delay errors are always below 100 psec, in contrast to
the results shown for the relatively large double source
in Figs. 7-10.

Figures 15-18 give results for another asymmetric
source on the baseline between California and Australia.
The only points below 0.1 visibility amplitude occur be-
tween 3.2 and 3.3 hours ITHA, with other points below 0.2
occurring about an hour later. The group-delay and delay-
rate errors are maximum at these points. But, it should be
noted that the dependence of the group delay on the vis-
ibility amplitude is dramatic at these local visibility min-
ima. For a 33 percent decrease in visibility amplitude,
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the structure-induced group delay grows by a factor of al-
most 3. The delay-rate error shows a much more modest
increase as the visibility amplitude goes down.

Table 2 shows the structure-induced scatter (about
zero) in astrometric VLBI quantities on the California—
Spain baseline for all 26 sources as a function of visibility
amplitude. Table 3 shows similar results for the 12 sources
visible on the California—Australia baseline. (Note that
there are many fewer (u,v) points used on the latter base-
line, so the conclusions are based primarily on the results
for the California-Spain baseline.) As expected (see [6]),
there is a strong dependence on visibility amplitude, with
the lowest amplitude points giving the greatest errors in
group delay and delay rate. The group-delay results are
roughly comparable between the two baselines, but the
phase-delay and delay-rate errors are much higher on the
baseline to Spain. This difference can be explained by the
long (u, v) tracks sampled on this baseline for circumpolar
sources. Returning to Figs. 1 and 2, the plots show that a
much wider variety of (u, v) points was sampled for the cir-
cumpolar source on the Spain baseline than for the other
source on the Australia baseline. Since a larger variety of
baseline projections was sampled, the phase contributed
by source structure can wind through a larger number of
cycles, giving a greater deviation from zero phase. Such
an effect can be seen by examination of Figs. 7-10.

As a check on the effect caused by circumpo-
lar sources, one can divide the Spain data according to
the source declinations. There are 9 sources that are cir-
cumpolar at both antennas, having declinations above 60
deg, and 17 sources at lower declinations. Approximately
4000 (u, v) points are sampled for each set of sources. Ta-
ble 4 gives the scatters about zero for the circumpolar and
“other” sources, and shows a striking result. Although the
typical group-delay errors are actually somewhat larger for
the more southerly sources, the phase-delay scatter is a fac-
tor of about 4 higher for the circumpolar objects, and the
delay-rate scatter is a factor of 2 higher. This implies that
a catalog that is constructed using phase-delay measure-
ments between northern hemisphere antennas may have
much more structure-induced scatter in the phase delay if
a significant number of circumpolar sources are observed
at a wide range of hour angles. This scatter can be reduced
if such sources are only observed over a narrow range of
hour angles, so that the phase does not wind through a
large number of cycles. However, since the observations
at a wide range of hour angles can be useful in isolating
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the effects of parameters other than source structure, the
costs and benefits of such a limitation are unclear. Another
possibility would be to derive different source positions for
different ranges of hour angle, although the individual po-
sitions would be of lower accuracy because of the reduced
number of data points included for each.

Tables 5 and 6 show the effect of arbitrary data cut-
offs based on source visibility amplitudes. Again, both
California-Spain (Table 5) and California—Australia (Ta-
ble 6) data are shown. These tables give the scatter for all
those points above a specific value of the visibility am-
plitude. It is seen that cutting out the lower-visibility
points dramatically reduces the group-delay error caused
by structure, significantly reduces the delay-rate error, but
has much less effect on the phase delay. This confirms the
expectations that group-delay and delay-rate errors are
highest at the low-visibility points, whereas phase-delay
errors are less correlated with visibility amplitude.

Table 7 shows the scatters for the total set of 26 maps
and for each class of sources. (“Good” and “bad” sources
are defined below.) Only the California-Spain baseline
is shown, as there are not enough objects visible on the
California—Australia baseline to have a sufficient number
of sources in each class. Here, it is important to note
that there are certain classes of radio-source structures
for which the errors caused by structure are substantially
larger than for other classes of sources. In particular, the
“compact-double” (here, “compact” typically means 20-
100 nrad) and “steep-spectrum-core” sources show much
larger structure errors than the other types of sources.
Group-delay errors for the “unclassified” sources are large
solely because of the inclusion of 3C 84, which is well
known to have significant structure on a scale of about
100 nrad.

Most sources whose structure would cause delay errors
of hundreds of psec are not included in VLBI catalogs [11,
12] that are used for astrometry and geodesy. Those for
which observations have been attempted either have not
shown strong (or any) interference fringes on the intercon-
tinental baselines because of insufficient compactness, or
have given large residuals in analyses of VLBI data. In ei-
ther case, such sources would not remain in catalogs. For
example, the compact double source 2021+ 614 (OW 637)
was observed in early JPL VLBI experiments; because of
its structure, however, it is no longer a prime observing
candidate.



The compact-double sources, steep-spectrum-core
sources, and 3C 84 can be defined as “bad” sources from
an astrometric standpoint. The basic definition of “bad”
can be made solely from their radio morphologies, without
any actual calculations of the structure effects. Eliminat-
ing them from those listed in Table 1, we are left with a
set of 16 sources that are probably more representative of
those that have survived a sieving process for inclusion in
astrometric catalogs. These are the sources defined to be
“good” astrometric sources. Indeed, of these 16 sources, 8
of them are in the latest published JPL VLBI catalog [12].
Analysis of the data for the 16 “good” sources alone gives
scatter in the delays and rates that is a factor of 3-7 less
than for the entire set of 26 sources, as shown at the bot-
tom of Table 7. These numbers are probably much more
representative of the structure errors that may be present
in the JPL VLBI catalog.

Of the 10 “bad” sources eliminated, only 3C 84 is in
the latest JPL VLBI catalog. It is only present because,
despite its very low visibility amplitude, the source flux is
so high that the correlated flux is still detectable even at
points of very low visibility. For observers on Earth, there
are no other sources comparable to 3C 84 in strength and
structure, so its properties cannot be used to generalize to
other sources that might be in VLBI catalogs.

Tables 8 through 12 show the same results as in Ta-
bles 2 through 6, but with only the “good” sources in-
cluded. The same trends with visibility and source dec-
lination are indicated, although they are somewhat less
marked than for all 26 objects because of the overall re-
duction in the scatter for these sources. A comparison of
Tables 2-3 and 8-9 shows that the good sources have many
fewer low-visibility points, as would be expected. But even
at the low-visibility points, the structure effects are much
less severe than for the “bad” sources at points with simi-
lar visibility amplitudes. This is because the “bad” sources
are generally many resolution elements in size; as pointed
out in [6], for points with the same visibility amplitude,
larger sources give more pronounced structure effects than
do smaller sources.

Comparison of Tables 4 and 10 shows that the dif-
ferences in phase delay and delay rate between circum-
polar and more southerly sources is less pronounced for
the “good” sources than for all sources. This is probably
because the “good” sources are not as many resolution el-
ements in size. Therefore, as the baseline rotates under

the radio sources, the phase does not wind nearly as much
for the smaller sources. Figures 11-14 show results for
a “good” circumpolar source and illustrate the relatively
small accumulation of phase-delay error in such a case.

The results given in Table 5 for all sources and in Ta- -
ble 11 for “good” sources are quite different for the low
visibility cutoffs, but converge to similar values in group
delay and delay rate at the higher visibility cutoffs. This
convergence comes about because there are few points of
high visibility in the “bad” sources, so the data largely
overlap. Despite the overlap, there is still a large difference
in phase-delay results, even at visibilities of 0.6 and higher.
This is due to the fact that the phase delay at a given (u, v)
point depends on the phase-winding at all other points for
the same source. Even for a high-visibility point in a “bad”
source, the connected phase may wind through several cy-
cles at visibility minima, so the residual phase delay at the
high-visibility point can be several times a single X-band
cycle ambiguity of 120 psec of delay. In Figs. 7-10, note
that there are a number of (u, v) points with visibility am-
plitudes near 0.6 where large phase-delay errors have ac-
cumulated. It does not take many such points to raise the
phase-delay scatter at moderate visibility amplitudes from
the approximately 30-60 psec for “good” sources to the
values of more than 100 psec found for the “bad” sources.

C. Dependence of Structure Errors on Baseline
Length

Since astrometry and spacecraft navigation can be
done on baselines shorter than the DSN intercontinen-
tal baselines, it is of interest to estimate the delay errors
caused by structure as a function of baseline length. For
the 16 “good” sources, calculations have been made on the
baseline between Haystack Observatory in Massachusetts
and Fort Davis, Texas, as well as on the baseline between
Haystack and Green Bank, West Virgina. The lengths of
these baselines are 3140 km and 840 km, compared to the
8390 km of the Goldstone—Madrid baseline. These shorter
baselines were actually used in making almost all the maps
in the sample. Of course, the observing frequency was
5 GHz rather than 8.4 GHz, so the actual (u,v) points
used in the computations were not sampled.

Figures 19-22 show the results for a single source on

the baseline between Haystack and Fort Davis. Note that
the visibility amplitude is considerably higher than for the
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same source on the California—Australia baseline (Figs. 15—
18). Figures 23-26 show a comparison for the two baselines
with the same vertical scales for the errors. As expected,
the typical group-delay, phase-delay, and delay-rate con-
tributions due to the structure are considerably lower on
the shorter baseline, as are the maximum excursions from
zero.

Table 13 shows a comparison among the three differ-
ent baselines. (Preliminary results were presented previ-
ously in [13].) The group-delay scatter caused by structure
ranges from 5 psec on the shortest baseline to 83 psec on
the longest baseline, with the corresponding phase-delay
scatter being roughly comparable in size. Power-law fits
of scatter versus baseline length give exponents of approx-
imately 1.2 for the delays and rates over a factor of 10 in
baseline length. However, the slope of the relation appears
to steepen at the shorter baseline lengths; this is proba-
bly because the “good” sources studied here are all poorly
resolved by baselines with lengths of about 1000 km. Ta-
ble 14 shows that the slope change for such baselines is
much less pronounced when all 26 sources are considered,
because some of these sources are large enough to remain
well resolved even on the baseline between Haystack and
Green Bank. It is not appropriate to use the available
source maps to investigate effects at even shorter base-
lines. Since shorter baselines were not used in acquiring
the VLBI data that went into the models studied in this
article, the observations were insensitive to the larger scale
structure that is known to be present in many sources.

The estimated scaling with baseline length is not al-
ways appropriate for individual sources, but has a compli-
cated dependence on the source structure and the inter-
ferometer baselines. Scaling to shorter baselines certainly
would not work for all objects. For instance, the compact-
double sources are small enough that they would be mostly
unresolved by baselines of on the order of 100 km, so the
structure errors in group delay would probably be compa-
rable to those of the sources included in Table 13. Since
the errors are much larger on the intercontinental base-
lines in the double sources, the scaling with baseline length
would be different. This points out the fact that any time
baseline lengths are changed by a large amount (say, a
factor of about 2), different sources and classes of sources
may be appropriate astrometric targets. More sources can
be used on shorter baselines than on the intercontinental
baselines of the DSN. Consideration of the properties of
these additional sources would be necessary to determine
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the magnitude of structure errors that might be expected,
for instance, on the 253-km baseline between Goldstone
and Owens Valley, California.

V1. Discussion and Conclusions

A statistical investigation of the effects of compact-
radio-source structure on astrometric measurements has
been carried out using models of 26 different radio sources.
The calculations show that for the entire sample of sources,
with observations made on intercontinental baselines, the
structure-induced scatters in group delay and in phase de-
lay amount to hundreds of psec. These variations with in-
terferometer hour angle correspond to several milliarcsec
of position error. However, when sources that are unlikely
to appear in astrometric catalogs are eliminated, the typi-
cal delay errors caused by structure for individual observa-
tions are reduced to between 50 and 100 psec, while delay-
rate scatter is approximately 5 x 107! sec sec™!. This
is somewhat less than the residuals in typical interconti-
nental Mark II VLBI experiments performed with DSN
antennas, but is larger than the residuals for Mark IIT ex-
periments. Such errors correspond to position errors of
about 0.5-1 milliarcsec, comparable to the current accu-
racy of the best positions in the JPL VLBI catalog. In our
current VLBI data, source structure is sometimes obvious
in the correlated amplitudes, but is not readily apparent
in delay measurements. Signs of structure-induced delay
residuals have been seen in astrometric Mark III VLBI
data taken by others [14, 15])! and efforts are underway to
identify such residuals in DSN data.

It is interesting to note that quasar structure is unim-
portant for the Magellan mission to Venus. The delay-rate
scatter of 6.4 x 1015 sec sec™! (or 0.002 mm sec™!) shown
for the California-Spain baseline in Table 13 is 1-2 orders
of magnitude lower than the expected error in Magellan
AVLBI measurements.? The error for Magellan is domi-
nated by the fluctuating troposphere, but there are other
sources of error that are well above the expectations for
source structure.

1 Also see J. S. Ulvestad, “Possible source structure effects
in IRIS data,” JPL Interofficc Memorandum 335.3-88-15 (in-
ternal document), Jet Propulsion Laboratory, Pasadena, Cali-
fornia, February 3, 1988.

2 3. S. Border, “An Error Analysis for Magellan Differen-
tial Delay Rate Measurements,” JPL Engineering Memoran-
dum 335-96 (internal document), Jet Propulsion Laboratory,
Pasadena, California, February 23, 1987.



The magnitude of structure-induced delay errors as a
function of baseline length has also been investigated. The
errors appear to increase slightly more than linearly with
baseline length for the compact sources studied here. How-
ever, it must be recognized that different sources have
structure on a variety of scales. Therefore, the radio
sources selected to have sufficient correlated amplitude to
be seen on intercontinental baselines will tend to be poorly
resolved on shorter baselines, leading to the reduced struc-
ture effects. The dependence on baseline length may be
different for sources that are not preselected to be highly
compact.

Several possible methods could be used to minimize
source-structure errors in VLBI astrometry. The ideal ap-
proach for construction of a catalog or for individual obser-
vations of a spacecraft relative to a reference quasar would
be to select only sources that show evidence of having com-
pact structures that give very little error. As mentioned
previously, the JPL VLBI catalog already consists almost
entirely of sources that would be in the “good” category,
having typical structure errors below 100 psec of delay. A
further reduction in error could be achieved by construct-
ing a VLBI catalog using the sensitive Mark III VLBI sys-
tem, because there are many more detectable sources from
which to choose those with minimal structure. However,
such a catalog might not be of much use in spacecraft
navigation using a narrow-bandwidth VLBI system such
as the current 250-kHz-bandwidth Block I system.? This
is because there are only a limited number of natural radio
sources that can be detected with the narrow-bandwidth
system. In any case, source structure is not much of an is-
sue with a relatively insensitive system, both because the
system-noise errors are higher than the source-structure
errors and because the lowest amplitude points will be
weeded out due to the lack of source detection in the cross-
correlation.

The newest JPL VLBI catalog contains only about
20 sources with correlated fluxes on DSN intercontinen-
tal baselines that are above 1 Jy at both 2.3 GHz and
8.4 GHz.* For spacecraft navigation with the Block I sys-

3 J. B. Thomas, “An Error Analysis for Galileo Angular
Position Measurements with the Block I ADOR System,” JPL
Engineering Memorandum 335-26 (internal document), Jet
Propulsion Laboratory, Pasadena, California, November 1981.

4 1. S. Ulvestad and O. J. Sovers, “Preliminary VLBI Cat-
alog for Magellan,” JPL Interoffice Memorandum 335.3-89-14
(internal document), Jet Propulsion Laboratory, Pasadena,
California, January 30, 1989.

tem, these sources are the only ones that can be detected
on DSN baselines with two 34-m antennas. This is already
too small a number of sources. Reduction of this sample
size in order to minimize errors due to source structure
would make the source density unacceptably small. Then,
large errors could be caused by the reference quasars be-
ing angularly far from the spacecraft being navigated. Of
course, the problem of a low density of quasars could be
reduced by using an increased bandwidth in the VLBI sys-
tem used for navigation.

Another method of reducing structure effects in build-
ing a VLBI catalog is a selection based on visibility am-
plitude. As expected, the group-delay and delay-rate er-
rors are well correlated with visibility amplitude, while
the phase-delay errors are less strongly related to visibil-
ity. This confirms the supposition that the removal of
low-visibility data can reduce source-structure effects in
current astrometric catalogs, where group delay and delay
rate are the observed quantities that are used. However,
in experiments where phase connection is achieved and the
potentially more accurate phase delay is used, such a sim-
ple procedure will not reduce the structure effects greatly.
Table 11 shows that a cutoff at a visibility amplitude of
0.3 would reduce the group-delay and delay-rate scatters
by about 30 percent on the Goldstone-Madrid baseline at
the expense of about 14 percent of the data points going
into a catalog. However, such a cutoff would have no ef-
fect on the phase-delay scatter. It should be noted that
any such selection of individual data points, or a selection
of sources as described previously, would require careful
amplitude calibration of the VLBI data. Such calibration

generally is not carried out as a routine part of the gath-
ering of astrometric VLBI data. It would require careful

design of a system to monitor system temperatures both
on and off source as well as additional steps in the data
analysis process.

Another possible method of reducing source-structure
errors would be to model the sources being observed and
use those models to compute corrections to the data. This
is a difficult approach to implement, as it relies on hav-
ing good models of the current structures of the radio
sources at DSN observing frequencies. Such models can
only be derived by making observations of each source at
many different hour angles on many baselines, and then
going through a time-consuming data-reduction process.
The observations would need to be repeated on a regular
basis at intervals of much less than a year. The antenna
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time is not available for making such observations of many
sources. Attempting to include simple model types in a
parameter-estimation scheme may also be doomed to fail-
ure, since the source-structure errors often depend on fine
details of the radio morphologies that would be difficult to
include in a parameter-estimation algorithm.

Yet another method of reducing source-structure er-
rors in individual VLBI measurements for spacecraft nav-
igation would be to observe a number of sources in a local
reference frame, as described in [16]. If all reference-source
(and spacecraft) observations on different dates were made
at the same hour angle, source structure would cause no
change in the derived spacecraft position between those
dates, as long as the source structures did not change be-
tween observations. The assumption that structures do
not change is probably good on time scales of a few months
[17], but will break down on longer time scales. In some
sources, the relative strengths of components will change
more rapidly than their relative positions change, and this
can greatly affect the magnitude of the structure effects.

If the sources in a local reference frame could be
thought of as unmoving beacons, spacecraft motion could
be determined relative to those beacons. Of course, for
absolute spacecraft position to be determined in a single
observation, the positions of the reference sources would
have to be determined relative to a VLBI catalog. If the
observations used in constructing that catalog were made
at a variety of hour angles, the scatter caused by source
structure in the catalog observations would cause an error
in the determination of the absolute spacecraft position.

In summary, the source-structure errors may be an
important effect in astrometric Mark IIT VLBI data taken
with the DSN. With special effort, these errors could be re-
duced somewhat. However, with currently practical meth-
ods of reducing these errors, it is difficult to see how they
could be made much smaller than about 30-50 psec of
delay on individual observations of single sources. This
would correspond to 1-2 nrad of position error (or 0.2-
0.4 milliarcsec) on intercontinental baselines if the error
mapped entirely into source position. Delay-rate scatter
is likely to stay at least as large as 2 x 107'% sec sec™?,
giving a similar position error. The local-reference-frame
method of determining spacecraft position has the poten-
tial for reducing the scatter significantly if observations
are scheduled carefully, although this method may not re-
duce the error in tying such observations to a global VLBI
catalog.

As mentioned previously, the errors caused by source
structure may not map solely into source-position errors,
but may be absorbed by other parameters in a multi-
parameter fit. For example, the long periods of apparent
phase-delay drift shown in Fig. 9 might map into drift of
the station clocks. An important next step for any analysis
would be to understand how structure effects could affect
a variety of parameters in a large fit. As part of that ef-
fort, it would be important to isolate data that should be
subject to large structure effects in the JPL VLBI data
set; such points could then be eliminated in an effort to
see how they have affected different parameters.
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Table 1. Source maps used in statistical study

JAU Name  Other Name Structure Type [8,9]  Data Date
0133 4 476 OC 457 Compact Dec. 1978
0153 + 744 Compact double April 1982
0212 + 735 ... Asymmetric Sept. 1980
0316 + 413 3C 84 Unclassified Dec. 1978
0454 4 844 - Compact Aug. 1981
0710 + 439 Ol 417 Compact double Dec. 1982
0711 + 356 Ol 318 Compact double Dec. 1982
0804 + 499 0J 508 Compact Dec. 1979
0831 + 557 4C 55.16 Steep-spectrum core Dec. 1979
0836 + 710 4C 71.07 Asymmetric Sept. 1980
0850 + 581 4C 58.17 Unclassified July 1980
0859 + 470 4C 47.29 Compact Dec. 1978
0906 + 430 3C 216 Steep-spectrum core Dec. 1979
0923 + 392 4C 39.25 Unclassified Dec. 1978
1458 + 718 3C 309.1 Steep-spectrum core Dec. 1982
1624 + 416 4C 41.32 Asymmetric July 1980
1642 + 690 4C 69.21 Asymmetric July 1980
1652 + 398 4C 39.49 Unclassified July 1980
1807 + 698 3C 311 Asymmetric Dec. 1982
1823 + 568 4C 56.27 Asymmetric Dec. 1979
1828 4 487 3C 380 Steep-spectrum core Dec. 1978
1928 + 738 4C 73.18 Asymmetric Sept. 1980
2021 + 614 OW 637 Compact double Dec. 1982
2200 + 420 BL Lac Asymmetric Dec. 1978
2351 + 456 4C 45.51 Asymmetric July 1980
2352 + 495 OZ 488 Compact double Dec. 1979

Table 2. Structure-induced scatter in VLB! observables on California—Spain

baseline, as a function of visibility amplitude, for all 26 sources

Scatter about centroid

Visibility No. points
Group delay, psec  Phase delay, psec  Delay rate, E-15 sec/sec
0.0 -0.1 2614 271 53.4 285
0.1 -0.2 703 478 45.1 891
0.2-0.3 419 495 33.4 934
03-04 195 226 19.8 1610
0.4-0.5 138 216 19.3 1563
0.5—-0.6 78 189 5.1 776
0.6 — 0.7 50 175 3.8 513
0.7-0.8 19 143 2.2 514
0.8-0.9 10 137 1.1 333
0.9-1.0 2 26 0.2 772
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Table 3. Structure-induced scatter in VLBI observables on California—Australia
baseline, as a function of visibility amplitude, for the 12 visible sources

Scatter about centroid

Visibility No. points
Group delay, psec  Phase delay, psec  Delay rate, E-15 sec/sec

0.0 -0.1 2273 90 68.9 39
0.1 -0.2 600 76 24.7 65
0.2-0.3 258 63 18.9 80
0.3-0.4 217 63 11.5 121
0.4 —-0.5 101 35 4.3 154
0.5-10.6 45 39 2.5 66
0.6 —0.7 23 24 1.6 85
0.7-0.8 24 61 1.2 13
0.8—-10.9 9 27 0.8 56
0.9-1.0 1 26 0.2 134

Table 4. Scatter of VLBI observables for circumpolar sources and other sources on
California-Spain baseline, all 26 sources are included

Scatter about centroid

Sources No. points
Group delay, psec  Phase delay, psec  Delay rate, E-15 sec/sec

Circumpolar 465 385 30.3 4320
Other 665 90 15.3 3871

Table 5. Structure-induced scatter in VLBI observables on California~Spain baseline
for all 26 sources, for points above a given visibility amplitude

Scatter about centroid

Visibility cutoff No. points
Group delay, psec  Phase delay, psec  Delay rate, E-15 sec/sec

0.0 569 286 24.4 8191

0.1 298 287 22.8 7906

} 0.2 193 252 18.1 7015
0.3 126 189 14.3 6081

0.4 90 173 11.7 4471

0.5 46 145 3.2 2908

0.6 26 125 2.2 2132

0.7 12 103 1.4 1619

0.8 6 78 0.7 1105

0.9 2 26 0.2 772




Table 6. Structure-induced scatter in VLBI observables on California—Australia baseline
for the 12 visible sources, for points above a given visibility amplitude

Scatter about centroid
Visibility cutoff No. points
Group delay, psec  Phase delay, psec  Delay rate, E-15 sec/sec

0.0 541 50 18.2 813
0.1 216 47 10.6 774
0.2 134 43 8.1 709
0.3 109 40 5.5 629
0.4 59 32 2.7 508
0.5 23 31 14 354
0.6 14 29 1.0 288
0.7 8 30 0.5 203
0.8 5 27 0.5 190
0.9 1 26 0.2 134

Table 7. Structure-induced scatter in VLBI observables for different classes of source structure,
on California-Spain baseline

Scatter about centroid

Class No. points
No. sources Group delay, psec Phase delay, psec Delay rate, E-15 sec/sec

All 26 569 286 24.4 8191
Steep-spectrum 4 833 612 49.3 1259
Compact double 5 469 316 30.9 1535
Asymmetric 9 101 114 7.9 3337
Unclassified 4 1244 39 12.1 907
Compact 4 15 16 1.8 1153
“Bad” 10 939 459 39.6 2964
“Good” 16 83 93 6.4 ' 5227

Table 8. Structure-induced scatter in VLBI observables on California—Spain baseline,
as a function of visibility amplitude, for the 16 “good” sources

Scatter about centroid
Visibility No. points
Group delay, psec  Phase delay, psec Delay rate, E-15 sec/sec

0.0-0.1 349 82 24.1 73
0.1-0.2 163 73 11.0 324
0.2-0.3 135 122 11.2 314
0.3-0.4 94 122 7.2 1051
0.4-0.5 48 109 4.6 1129
0.5—-10.6 28 93 3.9 585
0.6 — 0.7 17 7 3.8 410
0.7—-10.8 16 36 2.2 438
0.8-10.9 5 40 1.4 178

0.9-1.0 2 27 0.2 725




Table 9. Structure-induced scatter in VLBI observables on California—Australia baseline,
as a function of visibility amplitude, for the 7 visible “good” sources

Scatter about centroid
Visibility No. points
Group delay, psec  Phase delay, psec  Delay rate, E-15 sec/sec

0.0 -0.1 876 41 55.3 7
0.1 -0.2 187 83 24.5 17
0.2-0.3 78 73 10.5 29
0.3 —-0.4 154 68 9.5 52
0.4-05 100 35 3.7 129
0.5—-0.6 47 39 2.3 47
0.6 —0.7 23 25 1.6 76
0.7-0.8 24 61 1.2 13
0.8-0.9 8 79 0.9 6
0.9-1.0 1 30 0.1 107

Table 10. Scatter of VLBI observables for circumpolar sources and other sources
on California—Spain baseline, only the 16 “good” sources are included

Scatter about centroid

Sources No. points
Group delay, psec  Phase delay, psec  Delay rate, E-15 sec/sec

Circumpolar 97 115 7.0 2880
Other 61 55 5.6 2347

Table 11. Structure-induced scatter in VLBI observables on California—Spain baseline
for 16 “good” sources, for points above a given visibility amplitude

Scatter about centroid

Visibility cutoff No. points
Group delay, psec Phase delay, psec Delay rate, E-15 sec/sec

0.0 83 93 6.4 5227
0.1 72 93 5.8 5154
0.2 62 94 5.3 4830
0.3 53 92 4.6 4516
0.4 31 80 3.4 3465
0.5 17 62 2.7 2336
0.6 12 47 2.2 1751
0.7 10 32 1.3 1341
0.8 3 30 0.6 903

0.9 2 27 0.2 725




Table 12. Structure-induced scatter in VLBI observables on California—Australia baseline
for the 7 visible “good” sources, for points above a given visibility amplitude

Scatter about centroid

Visibility cutoff No. points
Group delay, psec Phase delay, psec Delay rate, E-15 sec/sec

0.0 135 45 8.8 483
0.1 85 45 6.8 476
0.2 79 43 4.6 459
0.3 79 40 4.0 430
0.4 62 35 2.4 378
0.5 25 35 1.4 249
0.6 14 33 11 202
0.7 8 38 0.4 126
0.8 2 34 0.2 113

0.9 1 30 0.1 107

Table 13. Structure-induced scatter for 16 “good” sources on 3 baselines

Scatter about centroid

Baseline Length, km
Group delay, psec Phase delay, psec Delay rate, E-15 sec/sec
Goldstone-Madrid 8390 83 93 6.4
Haystack-FortDavis 3140 28 41 2.1
Haystack—Green Bank 840 5 3 0.3

Table 14. Structure-induced scatter for all 26 sources on 3 baselines

Scatter about centroid

Baseline Length, km
Group delay, psec Phase delay, psec Delay rate, E-15 sec/sec
Goldstone-Madrid 8390 569 286 24.4
Haystack—Fort Davis 3140 104 107 8.1
Haystack—-Green Bank 840 42 22 2.7
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Fig. 1. Plot of sampled (u,v) points for a circumpolar
source (0153 + 744) on the California-Spain baseline.
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Fig. 2. Plot of sampled (u,v) points for a lower decli-
nation source (0711 + 356) on the California—Australia

baseline.
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Fig. 3. Computed visibility amplitude at 8.4 GHz for the compact double
source 0710 + 439 on the California—Australia baseline.
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Fig. 4. Structure-induced group delay at 8.4 GHz for the compact double
source 0710 + 439 on the California—Australia baseline.
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Fig. 5. Structure-induced phase delay at 8.4 GHz for the compact double
source 0710 + 439 on the California—Australia baseline.
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Fig. 6. Structure-induced delay rate at 8.4 GHz for the compact double
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Fig. 7. Computed visibility amplitude for the compact double source
0153 + 744 on the California~Spain baseline.



GROUP DELAY, psec

1000 T T 1 T T

-1000 | ] !

PHASE DELAY, psec

-500 H

500 -

1 |
-10 -5 0 5 10

INTERFEROMETER HOUR ANGLE (IHA), hr

Fig. 8. Structure-induced group delay for the compact double source
0153 + 744 on the California-Spain baseline.
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Fig. 9. Structure-induced phase delay for the compact double source
0153 + 744 on the California—Spain baseline.
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Fig. 10. Structure-induced delay rate for the compact double source
0153 + 744 on the California—Spain baseline.
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Fig. 11. Computed visibility amplitude for the asymmetric source 1642 + 690
on the California—Spain baseline.
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Fig. 12. Structure-induced group delay for the asymmetric source 1642 + 690
on the California—Spain baseline.
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Fig. 13. Structure-induced phase delay for the asymmetric source 1642 + 690
on the California—Spain baseline.

49



DELAY RATE, E-15 sec/sec

20

10—

10+

-20

| | | |

-5 0 5 10
INTERFEROMETER HOUR ANGLE (IHA), hr

Fig. 14. Structure-induced delay rate for the asymmetric source 1642 + 690
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Fig. 15. Computed visibility amplitude for the asymmetric source 2351 + 456
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Fig. 16. Structure-induced group delay for the asymmetric source 2351 4 456
on the California—Australia baseline.
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Fig. 17. Structure-induced phase delay for the asymmetric source 2351 4 456
on the California—Australia baseline.
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Fig. 18. Structure-induced delay rate for the asymmetric source 2351 + 456
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Fig. 19. Computed visibility amplitude for the asymmetric source 2351 + 456

on the Haystack, MA-Fort Davis, TX baseline.
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Fig. 20. Structure-induced group delay for the asymmetric source 2351 + 456
on the Haystack, MA-Fort Davis, TX baseline.
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Fig. 21. Structure-induced phase delay for the asymmetric source 2351 + 456
on the Haystack, MA-Fort Davis, TX baseline.
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Fig. 22. Structure-induced delay rate for the asymmetric source 2351 4 456
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Fig. 23. Visibility amplitudes from Figs. 15 and 19, shown on the same

vertical scale.
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Fig. 24. Structure-induced group delays from Figs. 16 and 20, shown on the
same vertical scale.
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Fig. 25. Structure-induced phase delays from Figs. 17 and 21, shown on the
same vertical scale.
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Fig. 26. Structure-induced delay rates from Figs. 18 and 22, shown on the
same vertical scale.



TDA Progress Report 42-98

$4 7637 =
1278. 9;,,,7 /3

6§

August 15, 1989

N9 O -

An Apparatus for the Electrodynamic Containment
of Charged Macroparticles

A. Williams, R. Melbourne, L. Maleki, G. Janik, and J. Prestage

Communications Systems Research Section

The dynamic motion of the ions contained in the trapped °°Hg' frequency
standard contributes to the stability of the standard. In order to study these dy-
namics, a macroscopic analog of the 1%°Hg?% trap is constructed. Containment of
micron-sized particles in this trap allows direct visual observation of the particles’
motion. Influenced by the confining fields and their own Coulomb repulsion, the

particles can form stable arrays.

l. Introduction

JPL is involved in the research and development of
new technologies which surpass the stability of standards
such as the hydrogen maser. One of the technologies under
development in the frequency standards laboratory (FSL)
at JPL is the trapped mercury ion frequency standard.

Like the cesium beam, hydrogen maser, and other
atomic frequency sources, the trapped ion standard
is based on an atomic transition. When an atom makes
a transition from an energy level E; to a lower level Ey,

a photon of frequency v = (E, — E;)/h (h being Planck’s
constant) is emitted. Thus, an atomic transition creates
a frequency source. However, the atomic energy levels are
shifted, split, or broadened when disturbed by electric or
magnetic fields, spin-exchange collisions, etc. Therefore,
to obtain very stable frequency standards, it is desirable
to protect the atoms from such offenders. This is the mo-
tivation for holding the atoms in an electromagnetic trap
in a very high vacuum [1].

This article describes the construction and operation
of a macroparticle trap which will be used to study the
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dynamics of charged particles confined in a trap and the
parameters that influence the details of their motion. Since
the trap allows the confinement of micron-sized particles,
a direct visual observation of the dynamics in the trap is
possible. In particular, phenomena such as cooling, crys-
tallization [2], and evaporation of confined particles be-
come directly observable.

The versatility of this experimental environment per-
mits the testing of various traps; the construction of a
novel linear trap [3] for confinement of micron-sized parti-
cles will enable the first study of the dynamics of charged
particles in this trap geometry. Insight into the motion of
charged particles confined in such a linear trap will allow
the modeling of the dynamics of ions in the linear trapped
199 g+ frequency standard.

The magnitude of variation in the second-order
Doppler shift comprises the largest practical limit on the
frequency stability achievable with a trapped ion frequency
standard [3]. Since the shift is due to the motion of ions in
the trap, a model of the ion dynamics in the *9Hg* trap
will aid the determination of parameters which minimize
variation in the second-order Doppler shift.

The organization of the article is as follows. First,
in Section II, the theory of trapping charged particles in
a radio frequency (RF) trap is discussed. The details and
results of macroparticle trap research are described in Sec-
tion II1. Results obtained with a hyperbolic trap are given
in Section IV, and a look ahead to other capabilities of the
system is presented in Section V.

Il. Trapping Theory

The type of trap that has been often employed for
frequency-standard applications is the Paul trap, one type
of RF trap. It consists of three hyperbolic electrodes: two
endcaps, which are a hyperboloid of two sheets, and a ring
electrode, which is a hyperboloid of one sheet (Fig. 1).
The trap, when assembled with the ring between the two
endcaps, has characteristic dimensions in cylindrical coor-
dinates of zo, half the distance between the endcaps, and
ro (usually set to be equal to V2 - 29), half the distance
across the ring. See Fig. 2 for a cross-sectional view of the
assembled trap.

To operate the trap, an AC voltage in series with a
DC voltage is applied between the ring and the endcaps
(Fig. 2), which produces a potential
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inside the trap [2]. From this expression for the potential
the electric field E = —V¢ is easily obtained:

_ (=Vpc + Vaccos Qt) ..
E= zg (22 - '-") (2)

It is clear that the field intensities E, and E, (and hence
the forces F, and F,) vary linearly with z and r, respec-
tively, and that the electric field E is zero at the center,
or node (r = z = 0) of the trap. It is also seen that the
field intensity in the z direction is twice as strong as that
in the r direction and has opposite sign. This negative
sign shows that when the confining fields point toward the
node in one direction, they point away in the other.

It may not be immediately obvious that an alternat-
ing potential should stably confine charged particles. The
“secret” lies in the fact that the forces toward the node
increase with distance away from the node. Suppose that
in one half-cycle of the potential, the force on a particle
is away from the node (Fig. 3). At the second half of the
cycle, the particle is situated at a point of stronger field
than where it started. Now the force is not only directed
toward the node, it is larger in magnitude, thus leaving the
particle closer to the node than it started. It should now
be clear that over one period of the trapping potential, the
net effect is to move the particle nearer to the node.

Stable confinement occurs in a region dependent on
the charge-to-mass ratio of the particles, Vac, Vpc, and
). When the system is operated with Vpc set to zero, the
limit of stable containment is given by (2]

(=) (KZ}E) (51—2) ~0.908<0 (3)

Thus, the charge-to-mass ratio can be determined by ex-
ploring the boundary of the stability region, where the
particle is no longer trapped. Either Vac or Q is held
constant and the other varied in order to find the bound-
ary of stable operation. This experimentally determined
value can then be substituted into Eq. (3) in order to solve
for the charge-to-mass ratio.



I1l. The Macroparticle Trap

In 1959 the first visual observations of macroparticles
in a Paul trap were made by Wuerker and his co-workers
[2].  These investigations revealed interesting dynamic
behavior when many particles were held in the trap—
influenced by both the confining fields of the trap and their
own Coulomb repulsion, the particles formed a stable array
(Fig. 4). When the driving frequency of the trap was in-
creased, the crystal “melted” and the particles underwent
random motion in the trap. If the frequency was subse-
quently decreased, the particles would once again take up
their stable array.

The first version of the JPL macroparticle trap
consists of a hyperbolic electrode configuration with ro =
1.9 cm. Alumina powder (particle size nominally 5 um
is loaded into a small basket of stainless wire mesh. The
basket is suspended from a Sonalert piezoelectric beeper
which, when activated, shakes the basket and causes a
fine mist of powder to fall through the mesh. This beeper-
basket assembly is suspended above the trap, and the par-
ticles fall into the trap through a hole in the top endcap
(Fig. 5). It is also possible to release particles from the
basket without using the beeper by causing a discharge
around the basket.

The entire trapping apparatus is mounted inside a
custom vacuum chamber which has electrical feedthroughs
on its bottom flange, a viewport for viewing in the
r-z plane, two illumination windows perpendicular to the
viewport, and a vacuum port. A mechanical pump evac-
uates the chamber to a pressure of about 5 mtorr. While
the trap is operated primarily in this pressure regime, op-
eration with pressures as high as 200 mtorr has also been
carried out. The particles may be illuminated by any light
source with sufficient power to make them visible; this par-
ticular system has been illuminated by a 0.5-mW helium-
neon laser, a 15-mW argon ion laser, and a 300-mW dye
laser. A Bausch and Lomb microscope with magnification
20x completes the viewing apparatus.

The 5-micron alumina particles have enough static
charge to be trapped readily by the potential generated
with Vac ~ 300 volts at frequency © = 2760 Hz. The
trapping potential can thus be conveniently derived from
ordinary wall power (110 V, 60 Hz) passed through a variac
and a step-up transformer. By adjusting the variac, the
RF potential can be chosen to be any value between 0 and
440 V. The DC voltage (Vpc) in series with the AC voltage
is set to zero, and the bottom endcap is grounded. There

is also a DC voltage (V) which can be applied to the top
endcap in order to counteract the gravitational pull on the
particles (Fig 2).

With this system particles are readily trapped when
the pressure in the vacuum chamber is lower than about
200 mtorr. Often both positively and negatively charged
particles are trapped. The sign of the DC potential V,
applied to the top electrode of the trap allows the deter-
mination of the sign of the charge of the trapped particles.

IV. Results

Operating the trap in this way reveals behavior simi-
lar to that seen by earlier experimenters. Up to about 50
particles have been trapped by this system. Often both
positively and negatively charged particles are contained.
In the many-particle case, a crystal formation centered on
the node and outlining the trapping fields is seen when V,
cancelled the weight of the particles (Fig. 6). The 60-Hz
micromotion of the particles is seen to decrease in ampli-
tude, as it should, when the particles are nearer to the
node. With V, = 0, the particles are pulled by gravity
into the bottom of the trapping potential still in their
crystalline formation. By adjusting the trapping poten-
tials, the crystal can be broken and reformed. The parti-
cles have a wide range of charge-to-mass ratios, which can
be approximately determined from the potential V; nec-
essary to counteract the gravitational force, on the order
of 1073 °C/kg. Those particles whose low charge-to-mass
ratios cause them to locate themselves on the lower region
of the particle cloud and can be ejected from the trap by
varying Vj.

V. Other Capabilities of the System

Since /2 is fixed at 60 Hz in this system, the charge-
to-mass ratio of the particles can also be determined by
measuring the maximum V¢ for stable confinement and
using this measured value in Eq. (3):

(4)

(1.9 cm)? (27 - 60 Hz)?
4V max

< =0.908 (
m

By replacing the hyperbolic electrodes with any other
suitably sized electrode configuration, the motion of
charged particles in novel trap geometries can be studied
with this system. The linear trap previously mentioned
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has been implemented in the macroparticle system in this
way, allowing visual study of the particle motion associated
with the linear trapped 9°Hg? frequency standard. A
thorough study of the dynamics of particles in the linear
trap is currently under way.

Since any dustlike or aerosol material with appropri-
ate charge-to-mass ratio can be trapped in this system, a
multitude of experiments on various substances are possi-
ble. For example, there are plans to operate the system at
0 °C so that ice particles can be studied; such an investiga-
tion has significant application to atmospheric physics. A
version of the system suitable for installation on a space-
craft could trap cosmic dust, which could subsequently be

irradiated with laser light for spectroscopic study of this
material.

The physics of many-particle systems can also
be readily studied with use of a macroparticle trap be-
cause the number of particles in the trap can be increased
(by activating the beeper) or decreased (by ejecting those
particles with extreme charge-to-mass ratios). The micro-
motion of the particles and the form of the crystal may
be observed as the crystal is cooled by viscous drag or
heated by increasing Vac. Quantitative measurements on
the phenomena of crystallization and melting as functions
of number of particles and particle energy help to describe
the nature of several-particle systems.
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Fig. 1. The hyperbolic electrodes of a Paul trap.

N\

Fig. 2. Cross-sectional view of a Paul trap.
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One period of the AC trapping potential forces
a particle toward the node (r = z = 0).
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Fig. 5. Diagram of the present macroparticle introduc-
tion system, showing the beeper-basket assembly used
for introduction through the top endcap.

Fig. 6. An r-z photograph of about 45 alumina particles
in the trap described in this article.

Fig. 4. Results of early work in macroparticle traps from
[2]. showing crystalline formations: (a) about 100 parti-
cles viewed in the r-z plane, (b) 5 particles viewed in the
r-0 plane, and (c) 32 particles viewed in the r-0 plane.
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Spin-Lattice Relaxation and the Calculation of Gain,
Pump Power, and Noise Temperature in Ruby

J. R. Lyons

Telecommunications Systems Section

This article describes how a quantitative analysis of the dominant source of
relaxation in ruby spin systems is used to make predictions of key maser amplifier
parameters. The spin-lattice Hamiltonian which describes the interaction of the
electron spins with the thermal vibrations of the surrounding lattice is obtained
from the literature. Taking into account the vibrational anisotropy of ruby, Fermi’s
rule is used to calculate the spin transition rates between the maser energy levels.
The spin population rate equations are solved for the spin transition relaxation
times, and a comparison with previous calculations is made. Predictions of ruby
gain, inversion ratio, and noise temperature as a function of physical temperature
are made for 8.4-GHz and 32-GHz maser pumping schemes. The theory predicts
that ruby oriented at 90 deg will have approximately 50 percent higher gain in dB
and slightly lower noise temperature than a 54.7-deg ruby at 32 GHz (assuming
pump saturation). A specific calculation relating pump power to inversion ratio is

given for a single channel of the 32-GHz reflected wave maser.

l. Introduction

Ruby has been the active material employed in all
DSN masers [1], and is again being considered for use at
32 GHz. In order to be able to predict the best operating
point (i.e., crystal orientation, magnetic field intensity, and
pumping scheme) available at a particular frequency and
temperature, it is necessary to understand the relaxation
behavior of the spins.

The spins in ruby are Cr3t ions introduced as an im-
purity in the sapphire lattice. Because the spins are lo-
calized in the lattice, they obey classical particle statistics

and have a Boltzmann distribution of energies at ther-
mal equilibrium. To achieve maser operation, a spin pop-
ulation inversion is created by pumping the appropriate
transitions at their resonance frequencies [2]. The incom-
ing signal is then amplified by inducing stimulated emis-
sion between the signal transition levels. The amount of
pump power required to maintain the population inver-
sion depends on the rate at which the spins relax back to
lower levels. With a knowledge of the relaxation rates, one
may compute the corresponding inversion ratio, gain, and
noise temperature of the ruby. Conduction losses would,
of course, be accounted for separately.
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The dominant spin relaxation mechanism in ruby at
microwave frequencies and liquid He temperatures is due
to interaction of the spins with the lattice, the so-called
Kronig-Van Vleck mechanism {13]. Thermal vibrations
of the Al,O3 lattice induce spin transitions via spin-orbit
coupling. A so-called magneto-elastic tensor which char-
acterizes the coupling of the Cr3* ions to the lattice has
been measured at 10 GHz [3]. Assuming the “direct” pro-
cess of relaxation in which a single quantum of energy
is exchanged between the spins and the lattice, Donoho
[4] calculated the spin relaxation rates for an isolated spin
based on the measured value of the magneto-elastic tensor.
Based largely on Donoho’s work, the calculation of relax-
ation rates was performed at 32 GHz for maser pumping
schemes of interest.

As a means of comparing theory with experiment,
Donoho also calculated the relaxation times associated
with the saturation and recovery of a pair of spin levels.
The calculation is performed by solving a linear set of first-
order differential equations involving the level populations

to determine the characteristic times associated with the
return to equilibrium. The relaxation times depend on

field strength, crystal orientation, and temperature, and
are readily compared with measured values. Varying de-
grees of agreement between theory and experiment have
been reported in the literature [5]. Because of the depen-
dence of the measured relaxation times on crystal growth
procedure, we are having measurements performed at the
University of California, San Diego on Union Carbide ruby
at frequencies of 9 GHz and 35 GHz. Note that the mea-
surement of relaxation times is important not only in veri-
fying the theory, but also because shorter relaxation times
generally imply greater pump power requirements.

In addition to computing relaxation times, the present
work computes the resulting spin populations for various
amounts of pump power. Knowing the spin populations,
all parameters of interest, such as ruby gain and noise
temperature, may be determined. Hence, this theory pro-
vides a means of comparing in detail the different operat-
ing schemes for a 32-GHz maser at various temperatures.
Experiments are being planned to measure inversion ra-
tio, gain, and noise temperature or ruby at the 32-GHz
operating points of interest.

It should be pointed out that a significant approxima-
tion has been made in assuming that the lattice interacts
with an isolated spin. The Cr concentration is actually
dilute (~ 0.05 percent), but if the ions cluster or if signif-
icant amounts of magnetic impurities or crystal imperfec-
tions are present, the relaxation behavior of the spins can
be greatly modified [5]. In this work it is assumed that
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spin-spin interactions do not significantly affect the spin
relaxation rates, but experiment may prove this to be a
poor assumption.

This article proceeds as follows. Section II discusses
the spin and spin-lattice Hamiltonians for ruby. Section III
outlines the calculation of the spin-lattice transition rate.
Section IV describes the solution of the time-dependent
rate equations for the relaxation times and compares them
with Donoho’s [4] results. Section V discusses the calcula-
tion of inversion ratio, gain, pump power, and noise tem-
perature. Conclusions are presented in Section VI.

Il. Spin and Spin-Lattice Hamiltonians
A. Spin Hamiltonian

The spin Hamiltonian formalism (6, 13} is a semiem-
pirical technique for describing the interaction of the elec-
tron spin of a paramagnetic ion with the static crystal
electric field and applied magnetic field. Evaluation of the
spin Hamiltonian yields values for the spin energy levels
and rates of spin transition between levels due to the ap-
plication of an RF magnetic field. The spin-lattice Hamil-
tonian is also a semiempirical formalism, but it describes
the interaction of the paramagnetic ion spin with the time-
varying crystal electric field associated with thermal lattice
vibrations.

The spin Hamiltonian for ruby is discussed in [8], but
a brief review is given below for completeness. The spin
Hamiltonians for several other potential maser materials
have been evaluated recently [9].

The form of the spin Hamiltonian often reflects the
symmetry of the surrounding crystal field. In ruby, Cr3*
ions enter the Al,O3 lattice substitutionally for AIt.
Each Al/Cr ion is surrounded by a distorted octahedron
of 02~ ions such that the local site symmetry is C3. The
trigonal axis of the site, which coincides with the ¢ axis of
the ruby, is labeled the z axis, as shown in Fig. 1. The
spin Hamiltonian for ruby is [10]

H,:gﬂ—B—-§+D(Sf—-2) (1)

where the spectroscopic splitting factor is approximately
isotropic with the value ¢ = 1.98, # is the Bohr magneton,
B is the applied dc magnetic field, and the crystal field
splitting factor is D = —5.73 GHz. S, is the z component
of the vector or spin operators,



S=S5:8+Sy5+8:2 (2)

where the S; are given in standard texts on quantum me-
chanics [11).

The first term in Eq. (1) is the Zeeman interaction
and the second term represents the interaction of the spin
with the static crystal electric field via spin-orbit coupling.
Because the ground-state orbital is a singlet, the orbital
angular momentum is quenched [13]. Hence, the crystal
field splitting may be said to arise from admixture of the
spin with the orbital angular momentum of higher-lying
orbitals. Applying second-order perturbation theory, one
obtains a splitting term that is second order in spin, as
shown by Eq. (1). Detailed accounts of the derivation
of the form of Eq. (1) based on the equivalent operator
method are given elsewhere [8]. The parameter D is deter-
mined empirically, as a first-principles calculation is very
difficult, perhaps because the bonding is partly ionic and
partly covalent.

Cr is a transition metal element with the electronic
configuration 3d®4!. The Cr®* ion has the configuration
3d3. For the free ion, L = 3 and S = 3/2, so the term
is 1F3 /2- A qualitative and simplified energy splitting dia-
gram for Cr in sapphire showing the sequence of degener-
acy removing perturbations is given in Fig. 2 [13].

To determine the spin energy levels, each spin state is
expressed as a sum of pure spin states, that is, quantum
states in which spin-orbit coupling is neglected, as follows:

o) =a+d) |+ ve -Byral ) @
The eigenvalue equation
H, | W) =E| ¥ (4)

is solved for the energies E; and eigenvectors, |¥;). Know-
ing the eigenstates, one may calculate W;;, the rate of spin
transitions stimulated by the time-varying magnetic field
H, between levels i and j, from Fermi’s rule [2]:

1 —. —
Wij = ;729ij(f)| <W[H; -S|¥; > (5)

where v = gBuo/h and gi;j(f) is the line shape function
as a function of frequency. Plots of energy levels versus B

and isofrequency plots of B versus @ for ruby are given by
Schultz-duBois [10].

An important point concerning the mixing of pure
spin states should be made. For pure spin states, the selec-
tion rule AM = %1 applies, where M is the spin quantum
number equal to 3/2, 1/2, —1/2, or —=3/2 for S = 3/2.
When spin-orbit interactions are included for a Cr3t ion
in a crystal, the resulting spin quantum states are a mix-
ture of pure spin states, and as such cannot be labeled by
a single value of M. Therefore, the AM = %1 rule can-
not be strictly applied. This mixing of pure spin states is
essential to continuous wave (CW) maser operation.

B. Spin-Lattice Hamiltonian

So far, the time-varying crystal field arising from lat-
tice vibrations has been neglected. To describe the effect
lattice vibrations have on the spin states, it is convenient
to define a spin-lattice Hamiltonian, Hsy (derivations of
the spin-lattice Hamiltonian are given in [14, 15]. Since
the lattice vibrations may cause a slightly anisotropic per-
turbation of the crystal field, a reasonable form for Hgr
is [4]

ij

where |d;;| < |D|. For the one-phonon (direct) process of
energy exchange, Van Vleck [16] assumed that Hgs; was
linear in strain. The d tensor may then be expressed as

dij = ZGijklekh kl=zy,z2 (7
ki

where G is a fourth-rank tensor having many of the sym-
metry properties of the classical elastic stiffness tensor re-
lating stress and strain in a material. The tensor e is the
classical strain given by

1 /8ur Ou
== —+ +— 8
exl 2 (611 + Oz (8)
where u; is the displacement of atoms in the direction z.
The above form of Hsy neglects spin-spin interactions.
Calculation of the magneto-elastic-tensor G is of the
same order of difficulty as calculation of the spin Hamil-

tonian parameter D. Therefore, G is determined exper-
imentally. In [3] G was measured by applying a known
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uniaxial stress to a ruby crystal and observing the change
in the EPR spectrum. The spin-lattice Hamiltonian given
by Egs. (6) and (7) is treated as a static perturbation to the
energy levels computed from the spin Hamiltonian. The
measurements were performed at 10.1 GHz at room tem-
perature. Line shifts were in the range of 10 to 50 Gauss
when the crystals were strained. Five crystal samples were
employed, each having a different stress axis. The compo-
nents of G were obtained by least-squares analysis of the
data. The Cr concentration of the samples was thought to
be a2 0.05 percent. At this concentration, spin-spin inter-
actions may have a non-negligible effect on the spectra, so

Gn G2
G2 Gn
c- ~(G11+Gr2) —(Gui+Gh2)
Ga -Ga
~G's2 Gs2
| —Gis Gise

The G values (in GHz) used in [4] and in this work are the

following;:

G11=1246  Ga=~15.0
Gi2=—358  Gas =450
Gas=1812  Gsy = 45.0
Gag = 54.0 Gis =0
Gia=—-150  Gg=0

The factor of A% from the S;S;j term is absorbed into the
G values.

For interactions with the Al,O3 lattice, the Cr3+ ions
can be considered to occupy two inequivalent sites, as dis-
cussed in [3]. These sites are related by a 2-fold rotation
about the z axis. For the two sites all the elements of
G have the same magnitude, but Gas, Gs2, Gi6, and Gas
have opposite signs. In [4] and in this work only one Cr
site, specified by the elements of G given above, is ac-
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the G tensor values could be somewhat in error; however,
this possibility has not been investigated.

The number of independent components in G can be
reduced by symmetry arguments. The form of a fourth-
rank tensor with C3 symmetry is given in [17], and is shown
to have twelve independent components. Choosing trace
(Hst) = 0, which shifts the corresponding energy lev-
els by an insignificant constant, reduces the number of
independent components to ten. The G tensor satisfies
Gijii = Gjirt = Gijix, and so may be written in Voigt
notation by defining the indices 1 = zz, 2 = yy, 3 = 2z,
4 =yz,5 =12z, 6 = zy. In Voigt notation G has the form

~G33/2  Gia —Gas Gis |
—Ga3/2 -Gia Gz -G
G33 0 0 0
0 Gas  Gas Gs2 ©)
0 ~Gss  Gaa Ga
0 Gas G4 %(Gll - Glz)_

counted for. Computer experiments have shown that the
second site does not lead to significantly different relax-
ation times or inversion ratios.

The tensor G characterizes the effect a given strain
has on the EPR spectrum. To relate G to the thermal lat-
tice vibrations one must know the strain associated with a
given lattice mode and also the number of phonons present
(i.e., the phonon occupation number). Since the phonon
wavelengths of interest are ~ 10~* cm (for a sound veloc-
ity ~ 10% cm/sec), the atoms may be assumed to undergo
displacements of equal amplitude in any unit cell. (This is
an approximation since the different mass ions would un-
dergo slightly different displacements, thus modifying the
local crystal field.) Then, for phonons of wavevector k and
polarization vector €,, the displacement may be written as

. O\Y? e
u(r) = (m) (af,p —a—k.p) éet T (10)

where M is the crystal mass, w is the angular frequency,
and a and at are the phonon annihilation and creation op-
erators. The phonon operators arise from an analogy with



the quantum harmonic oscillator, as discussed in any solid
state physics text [18]. They have the following properties:

az.,p I nk,P> = VTkp +1 I Nk.p + 1> (11)
Ak,p l "k,p> =/ TMk,p ’ Ngp — 1> (12)

where ng p is the phonon occupation number for the state
k,p, and where subscript k is the mode wavevector and p
is the mode polarization (two transverse and one longitu-
dinal). From Egs. (8) and (10), the strain becomes

BO\1/2 G
€ij = (W—w) (atp——a_k,p) (Cp’,'kj +6p,,~k,~)e k (13)
where 1,j = z,y, 2.

IIl. The Spin-Lattice Transition Rate

In determining the G tensor, the spin-lattice Hamil-
tonian is static since the applied strain is static. How-
ever, in modeling the interaction of the Cr spin with the
thermal lattice vibrations, the strain is time periodic. The
resulting Hsy is therefore a dynamical Hamiltonian requir-
ing the application of time-dependent perturbation theory,
specifically Fermi’s rule.

We are interested in lattice modes that are on “speak-
ing terms” with the spins, that is, vibrating at frequencies
that correspond to spin transitions. Fermi’s rule is used
to calculate the transition probability rate, w;;, for spin
transitions from level i to level j due to spin-lattice in-
teraction. Since ruby is vibrationally anisotropic, an in-
tegration over all possible phonon directions is performed.
The three phonon polarizations (one longitudinal and two
transverse) and the phonon density of states are also ac-
counted for. Applying Fermi’s rule,

<‘II,-,nk,p | HSL l ‘I’j’nk.p-i- 1> r

27 3
w,-,-=;;/“§

x pw) o (14)

where |¥;) is the state vector for level i as determined
from Eq. (4), |nk,p) is the nth phonon occupation state for
a phonon with wavevector k and polarization p, p(w) =
ON /0w is the density of phonon states, as a function of fre-
quency, and df? is an infinitesimal solid angle. In Eq. (14),
the perturbing Hamiltonian Hg; changes the quantum
state from that of a spin in state ¢ and n phonons in state
k,p to that of a spin in state j and n + 1 phonons in state
k,p. This corresponds to the creation of a phonon when
a spin drops from a higher energy state to a lower energy
state.

From [18], the density of states for each polarization
in a periodic solid is

k? dk
pw)=Vss o= (15)

where V is the crystal volume. Making the Debye approx-
imation in which the velocity of sound v is a constant for
each polarization type, the dispersion relation is simply
w = vk. Equation (15) then becomes

Vw?
pw) =553 (16)

The Debye temperature of sapphire is 980 K [19], which
corresponds to a frequency of & 2 x 1013 Hz, so the Debye
approximation is assumed to be valid for the one-phonon
relaxation process. Anharmonic crystal interactions and
multiple phonon processes are neglected.

Consider now the matrix element in Eq. (14). Substi-
tuting Eqs. (6) and (7) for Hgy in Eq. (14), and separating
spin and phonon operators, one obtains

hO\1/2
<‘I’i)nk,p | Hgp | Vi, ngp + 1> = (SM_w)
X <nk,p | atp —a—kp | ngp+ 1>e"zf

X 3 Grnst{¥: | SnSn
mnst

‘I’j> (€p,ske + €p,eks)

(17)

where m, n,s,t = z,y,z. Applying Egs. (11) and (12), the
phonon matrix element becomes

(mep oty 0ok | mep+1) = —V/mp +1  (18)
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For a large number of spins, nx , may be replaced by the
average phonon occupation number as given by a Bose-
Einstein distribution of phonons (spin-one quasi-particles)
at the lattice temperature T,

1
(nkm)mm = Aw
T 1

(19)

Substituting Egs. (16) through (19) into Eq. (14), one ob-
tains

=3 >

Wi =
v 327r2/’c =1

x{

X (€p,skt + €ptks)

S Gennat(i | SmSn

mnst

i)

2
= dQ (20)
k,p

where ¥; and ¥; have been denoted by ¢ and j, p. is the
crystal density, and vk p is the phonon velocity for mode
k,p. Equation (20) is Eq. (11) in [4].

In order to simplify Eq. (20), it is convenient to use
Voigt notation and to make some new variable definitions.
Define the direction cosines of the wavevector k as follows:

|

, i==z,¥,2 (21)

l; =

Writing G in Voigt notation, the summation over m, n, s,
in Eq. (20) may be written as

j> (ep,ske + €p,tks) =

> Grnat(i | SmS

mnst

uv

]>Lp v (22)

u,v=1

where S2 and L, , are defined as follows:
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S? = S.S, S?=8,8,

S3=85,8, S?=S5,S. +85.5, (23)
S2=5,5.+8:S; S%=5:S,+5,5:

and

Lp1 =261, Lo = 26,41,

Lps =2¢,:1; Lps = 2(epyls +6p,21y)

Lps =2(ep2lz +€p2l:)  Lps =2(€pzly + €pylz)
(24

Using the dispersion relation w = 27f = kv ,, where f is
the frequency of the spin transition between levels i and
j, and substituting Egs. (21) through (24) into Eq. (20)
yields

3

“i = 2pc 1—e /41 pz_;
6 2
S Guoli | 82 Vo] = d0 (29)
u,v=l B
Defining
6
Apu = EGuva,u (26)

the modulus-squared quantity in Eq. (25) can be written
as

2

)L
6

3 A,,,qA,,,,<i

q,r=1

6
3 Gl
u,v=1

S| 57 e

Substituting Eq. (27) into Eq. (25) and interchanging the
integral and the sum over polarization with the sum over
g and r, Eq. (25) becomes



e

(28)

qi‘

_e q"_

whetre

,,,:/4 ZAMAP, 5 do (29)

p=1

Equation (29) is evaluated by a numerical integration over
47 steradians. Specifically,

K }dnz/ohfox{ }sinddodp  (30)

where the double integral is evaluated as a double sum.
Numerical experimentation shows that the double sum
converges for a summation step of Ad = A¢ = 5 deg.

The density of sapphire is 4.0 gm/cm3 [20]. For G and
[ specified in units of GHz, v p in units of 10° cm/sec, and
52 dimensionless, the constant in front of Eq. (28) becomes
8.2 x 10”7 and w;; has the units of sec™!

In order to evaluate Egs. (24) and (29), one needs
the phonon velocity and polarization vector for the three
phonon polarizations for each wavevector direction in the
47 steradians. These are the quantities of interest in the
so-called Christoffel equations [21], which describe elastic
wave propagation in an anisotropic elastic medium. The
equations are a coupled set of three equations of motion
for volume elements of the crystal; Kittel [18] discusses the
case of cubic symmetry.

Wachtman et al. [22] gives the appropriate equations
for single-crystal Al;Oz, which has trigonal symmetry.
The elastic constants, c;;, (Voigt notation) are defined by

6
o= cije; (31)
Jj=1

where o is the stress tensor and ¢ is the strain tensor. Val-
ues for the six independent elements of ¢;; are determined
at room temperature by a resonance method discussed in

[22].

For the coordinate system of Fig. 1, the equations of
motion for an elastic wave with frequency w = k - v may
be written as

A H G Az Az
H B F||Ay| =p? | Ay (32)
G F C Az Az

where Az, Ay, Az are the material displacements which
taken together specify the polarization vector. The matrix
elements A, B,C and F, G, H are functions of the c¢;; and

the wavevector direction cosines:

= enl® + 1 (e —cra) m? + cqan® + 2c14mn

= 3 (11 — c12) I + cram? + cqan? — 2c14mn

= c4q (I + m?) + casn? (33)
= ¢14 (2 — m?) + (c13 + c44) mn

= 26141"1 + (613 + 644) in

Qo QW
|

= 1 (11 +ci2)Im+ 2c14ln

where | = sinf cos¢, m = sinfsin¢g, and n = cosfd. For
each wavevector direction in Eq. (30), Eq. (32) is solved
for the phonon velocity and polarization, as given by the
eigenvalues and eigenvectors, respectively, of the matrix in
Eq. (32).

The B,, quantities defined in Eq. (29) need only be
calculated once for each Cr site; the resulting values are
stored in computer memory. For Cr site number 1 (i.e.,
for G given by Eq. 9) the matrix B has the form

Bii B Bis By Bis B

Bi; Byt Bis —Bis —Bys —Big
Bys Bz Bas 0 0 0

B = (34)
Biys —-Bis 0 By, 0 —Bs

—Bis Bis  Bes

where the independent components have the following val-
ues:
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By; =322 Bjs = —0.0030

By, = -13.9 B33 = 36.6

B3 = -18.3 Bys = 11.7 (35)
By = -3.67 Bgs = 23.1

Bys = —14.04

For Cr site number 2 the By, have the same magnitude,
but B;s and Bjg have opposite signs. For the By, given
above, w;; is calculated from Eq. (28) for each field inten-
sity, angle, transition, and temperature of interest.

Finally, consider the frequency and temperature de-
pendence of w;j. From Eq. (28), the temperature depen-
dence is determined by the factor (1 — e~#//¥T)=1 for
which

Nt [ <
1-eH ) = " (36)
L, >l

Thus, for hf/kT <« 1, w;; is proportional to tempera-
ture, or, since the relaxation time T3 is ~ w,.'jl, Ty ~T-L.
A relaxation time inversely proportional to physical tem-
perature is a characteristic of the one-phonon relaxation
process, and has been observed for many paramagnetic
materials (including ruby) at liquid He temperatures [13].
The multiple-phonon relaxation processes exhibit relax-
ation times with significantly different dependence on tem-

perature, e.g., T} o« T~7 (Raman process).

The frequency dependence of w;; is contained in the
factor f3. (1 — e="//*T)~1 and also in the mixing of spin
states.

Also note the strong dependence of w;; on the veloc-
ity of sound. From Egs. (28) and (29), wi; ~ v=°, so if
long relaxation times are desired, a hard material such as
sapphire is beneficial.

IV. Spin-Lattice Relaxation Times

The spin-lattice relaxation times, T}, are of interest
primarily because they are more accessible to measure-
ment than the transition probability rates. The relaxation
times are calculated by solving a set of time-dependent
rate equations for the spin populations. The rate equa-
tions, not including pump-induced transition rates, for the
ith level are [2, 4]
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dni(t) _ ¢

dt Z(wjiﬂj(t) —w.yn;(t)), i=1,...,4 (37)

j=1

where n;(t) is the instantaneous spin population of level i.
Conservation of the number of spins requires that

ny+ny+n3+ng=N (38)

where N, the total number of spins, is constant. Equa-
tions (37) and (38) reduce to a system of three equations,

n=An+b (39)
where
_nl
n=|n (40)
ng
-(JJ41 -N
b= |we - N (41)
LW43 -N
and
An Wo) — W41 W3l — Wqy
A= |wig— w4 Agg w3z — W42 (42)
W13 —Wy3 Woz — W43 Ass
where
A = — (w2 w1z + wig Hway)
Ay = — (w21 + w23 + wog + wa2) (43)

A3z = — (w31 + w3z + wag +wa3)



Note that

=h
Wjis = € k Wiy (44)

where f = f; — f;, as can be shown by manipulation of
Eq. (28).

Experimentally, the usual procedure for measuring T}
is to saturate a pair of levels with a strong microwave pulse
and observe the recovery of the same or another pair of
levels as the spins return to thermal equilibrium. For non-
interacting spins (i.e., no cross-relaxation) the recovery is
exponential, with 77 being identified as the time constant
of the decay. A theoretical T} is determined by solving
Eq. (39) for an appropriate set of initial conditions. For
example, if levels one and two are saturated, then the ini-
tial conditions would be

1(N1+ N2)
3 (N1 + Ny) (45)
N3

where N; is the thermal equilibrium spin population of
level i. The N; satisfy a Boltzmann distribution,

N _
2 4
N = (46)
and also satisfy the conservation relation,

Ni+No+ N3+ Ny=N (47)

The solution to Eq. (39) is straightforward and may be
found in [23):

ﬁ(t) = aléle)‘“ + azéze’\" + a363e)‘" — A% (48)
where
(¢3] _
oz | = (& & &))" - (7(0) + A™1D) (49)
as

and the ¢; are the eigenvectors of A (written as column
vectors) with the corresponding eigenvalues A;. The nor-
malized population difference between levels ¢ and j is

ni—nj —t|Ty —t/T, —t/Ts
=1+ + + A 50
N—N, Aie Ase 3€ (50)

where the T; = —1/); are the relaxation times, and the
A; are determined from the «; and ¢;. Thus, the recovery
of each pair of levels is characterized by three relaxation
times. In fact, the same three relaxation times characterize
the recovery between any pair of levels for a given initial
condition; however, the amplitudes, A;, will vary for the
different transitions.

Donoho [4] plots T; and A; as a function of § and
transition for a frequency f = 9.3 GHz and a physical
temperature T = 4.2 K. In [4] there are also several plots
of Ty versus frequency (1-10 GHz) for particular angles
and transitions. Generally it was found that only one or
two relaxation times were important, usually the longest
two. These calculations were repeated as a check on the
computer code. Table 1 compares two sets of T; and A;
values from [4] with the author’s calculations for an angle
6 = 54.7 deg. The T; from the author’s calculations are
approximately a factor of one-half less than Donoho’s re-
sults, which leads to better agreement between theory and
experiment at 10 GHz [5, 24]. More troublesome, however,
is the lack of consistent agreement among the A; values.
Although the cause of the disagreement is unknown, the
disagreement is not considered significant in light of the
consistent relaxation times computed.

Previous comparisons of experimental and theoreti-
cal values of T} have generally not shown good agreement
even for very dilute ruby (~ 0.01 percent) [5]. For exam-
ple, the relaxation times may be several times shorter than
the theory predicts and may not have the angular depen-
dence displayed by Donoho’s results. However, Standley
and Vaughan [24] made measurements on ruby grown by
the so-called vapor phase modification to the flame-fusion
technique, and found considerably better agreement with
Donoho’s theory for concentrations up to 0.2 percent. It
is thus likely that the source of the disagreement for the
rubies not grown by the vapor phase method is depen-
dent on the crystal growth process. If the Cr ions are
not uniformly distributed, then cross-relaxation between
exchange-coupled pairs or clusters is a possibility. Crystal
imperfections and other magnetic impurities (e.g., Fe3*)
could similarly affect the relaxation behavior of the Cr
ions. Standley and Vaughan [5] discuss these possibili-
ties further. To account for these effects, Donoho’s theory
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would most likely have to be modified to include spin-spin
interactions. Previous attempts to incorporate spin-spin
effects have not been very successful [30].

Professor Sheldon Shultz at the University of Cali-
fornia, San Diego is presently under contract with JPL
to perform 7} measurements at 9 GHz and 35 GHz on
our Czochralski-grown ruby. These measurements are be-
ing made to determine the optimum Cr concentration in
a 32-GHz traveling wave maser (TWM) as a function of
temperature, and also to better understand the relaxation
mechanism in ruby. Previous measurements [2] have indi-
cated a strong dependence of inversion ratio and gain on
Cr concentration, particularly at very low temperatures
(e.g., ~ 2 K). This effect is a result of spin-spin interac-
tions, and cannot be explained by Donoho’s theory.

V. Calculation of Gain, Pump Power,
and Noise Temperature for Ruby

Gain, pump power requirements, and noise temper-
ature are important considerations in maser design and
operation. In principle, each of these quantities can be
predicted given an accurate knowledge of the spin-lattice
transition probability rates, w;;.

A. Inversion Ratio

The gain in the ruby is directly proportional to the
population difference of the inverted levels. The steady-
state populations of the levels can be determined as a func-
tion of pump power from the steady-state rate equations:

4
n=0= Z[wj,-nj —wiin; + VVij (nj - "i)]

j=1

i=123,4 (51)

where W;; is the stimulated transition rate due to RF
pumping given by Eq. (5). Applying conservation of spins,
Eq. (51) may be reduced to a set of three equations,

An=0b (52)

where # is given by Eq. (40),
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wat
b= —N |waz+ Woy (53)
w4z + Way
and
A=
—(Wiz2 + Wi3) Wia Wia
A+ (Wiz — Way) —(Wi2 + 2Way) —Waq
(Wiz — Way) ~Wiay —(Wis + 2W34)
(54)

where A is given by Eq. (42). The population vector
is determined by matrix inversion. Note that the W;;
terms present in b and A’ are restricted to Wig, Was, Wia,
and Wasy, corresponding to the transitions that would be
pumped in the double pumping schemes shown in Fig. 3.
(The choice of these pumping schemes is discussed in [9].)

It is assumed that the signal transition is far from sat-
uration, so Wiignai can be neglected compared to Wyump
and w;;. (Actually, Wignar could be > w;; for some tran-
sitions, but it is assumed this has negligible effect on the
populations.)

A convenient measure of the inverted population dif-
ference is the inversion ratio, defined for the signal transi-
tion occurring between levels ¢ and j(i > j) as

n,-—nj

I=22200
Ni—N;

(55)

where n; and n; are determined from Eq. (52). Plots of I
versus Wyymp may be made with temperature, frequency,
angle, etc. as parameters.

Figure 4 shows I versus Wyoump for f = 32 GHz,
6 = 54.7 deg, and for a range of temperatures. Figure 5 is
a similar family of curves for § = 90 deg. Note the oppo-
site dependence of I on temperature for the two pumping
schemes when the pumping rates are near saturation. This
is a result of the settling of spins into the lowest energy
state as hf/kT increases.



The inversion ratio corresponding to saturation of the
pumped transitions can easily be read off of plots of I ver-
sus Wpump. However, if pump saturation is expected, then
the saturation inversion ratio can be determined directly
from a single steady-state rate equation. A simple alge-
braic equation then results for I.

Figure 6 shows I versus temperature assuming pump
saturation for the 8.5-GHz maser pumping scheme [1].
Siegman [2] defines the “optimum” and “equal” inversion
ratios by rewriting the expression for I in terms of a
pseudo-relaxation time,

'I}j = (w,'j + w_,-,-)_l (56)

and then either optimizing I with respect to the Tj;, or
simply setting all the T;; equal and calculating the result-
ing I. (Siegman does not discuss the theory of spin-lattice
relaxation quantitatively, and therefore has to make as-
sumptions about the w;;.) Note that in Fig. 6 the inversion
ratio for saturation is close to the optimum value possible
for this pumping scheme. Figure 6 will be compared with
measurements being performed at JPL.

Figures 7 and 8 show predicted values I versus tem-
perature for two pumping schemes for a 32-GHz maser.
Note that the assumption of pump saturation may not be
correct for the higher pump frequencies.

Many measurements of inversion ratio have been per-
formed by R. Clauss et al. [25, 26] at JPL. Table 2 com-
pares some of these measured values with predictions from
the spin-lattice relaxation theory. In most cases, it can be
assumed that the pump transitions were saturated. The
agreement between measurement and theory is moderate,
with predicted values often being 30 percent or more dif-
ferent from the measured values.

Inversion ratio measurements have also been per-
formed by Moore and Neff [27] at § = 54.7 deg. Their
results are shown in Fig. 9 with the theoretical value over-
layed. The agreement between specific values varies, but
the trend of decreasing inversion ratio with increasing sig-
nal frequency is predicted by the theory. Note the large
scatter in Moore and Neff’s measured values of I at fre-
quencies below 20 GHz.

The source of disagreement between the measured and
predicted values of I is most likely due to spin-spin inter-
actions, as discussed in Section IV.

B. Gain of Ruby

Expressions for maser gain are given in [2]. Consider-
ing only first-order temperature-dependent terms, the gain
in dB is

Gy x A'nsignal : a:ignal (57)

where Angigna) = IA Ngignat and where A Ngignal is deter-
mined from the Boltzmann relations. Figure 10 shows G4p
(normalized to Ggp at 4.2 K) versus temperature for the
JPL X-band maser pumping scheme. Since hf/kT <« 1
(approximately) even at T = 1.5 K, little departure from
the expected T~! behavior (dashed line) is seen [2].

For f = 32 GHz, hf/kT =~ 1 for T = 1.5 K, so some
deviation of G4p from a T~! dependence is expected. Fig-
ure 11 shows the thermal equilibrium population difference
(normalized to the population difference at 4.2 K) for the
maser configurations shown in Figs. 3(a) and 3(b). Note
the strong departure from the 7! curve for the pumping
schemes employing the 2-3 signal transition. However, the
temperature dependence of Gg4p is proportional to I-AN.
Figure 7 displays an inversion ratio that increases as T
decreases, so the product I - AN will not deviate greatly
from a T-! dependence.

Figure 12 shows normalized gain as a function of tem-
perature for the two pumping scenarios corresponding to
Figs. 7 and 8. Both curves are normalized to the gain at
4.2 K for the scenario employing the 2-3 signal transition,
and both assume pump saturation. The plots indicate that
the 90-deg scheme (1-2 signal transition) will yield greater
ruby gain for all temperatures in the range of 1.5 K to
4.2 K.

C. Pump Power
After the pump transition rate W;; is determined for
a given inversion ratio, the corresponding pump power can

be calculated from W;;. To simplify the expression for W;;
as given by Eq. (5), Siegman [2] defines the vector

o = <\I/,|§|\I’J> (58)

where @;; is a measure of the strength of the i, j transition.
Equation (5) then becomes

1, — 2
Wy = 7o) | 7 -7 | (59)
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The maximum value of or,?j occurs when H, and S are

parallel. Siegman further defines
- 1 N N 5
5ij = 5 (@i + V=189 + %j2) (60)

The vector components a;;, fij, ¥ij are determined from

the spin Hamiltonian. The optimum polarization of H, is
. o e e 37* —

then easily found by maximizing H, - @;;.

Rather than outlining a general procedure for cal-
culating pump power, a specific calculation for a single
channel of the 32-GHz reflected wave maser (RWM) [28]
is given. The RWM consists of 8 channels of ruby-filled
waveguide in which both the signal and pump power prop-
agate in the TE;o mode. (Note that at the pump frequency
the waveguide can support higher-order modes; here it is
assumed that none of these is excited.)

The geometry of a single waveguide channel is shown
in Fig. 13. Note that the z axis is defined to be parallel to
the dc field B, unlike Fig. 1 in which the z axis is parallel
to the crystal ¢ axis. Thus, the @;; vectors computed from
the spin Hamiltonian given by Eq. (1) must be rotated
through an angle § = 54.7 deg to apply to Fig. 13.

The RWM employs the push-pull pumping scheme
(Fig. 3b) at the double-pump angle § = 54.7 deg. The
pump transitions are the 1-3 and 2-4 at 66 GHz, and the
signal transition is the 2-3 at 32 GHz. The 7;; components
are the following:

aj3=-0.291 p13=0.303 713=-0.198

Qg4 = —0.257 ,324 = 0.236 Y24 = —0.198 (61)

a93 — —-1.96 ﬂ23 =1.96 Y23 — 0.085

Concentrating on the 1-3 pump transition, note that
— a3 (. .. 2.
~— | -2 - =z 62
T3 ( +iy-3 ) (62)

where a3 &~ 0.30.
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The magnetic field of the TE;o rectangular waveguide
mode is [29]

x el (Prtwt) (63)

where Ej is the electric-field amplitude, Z4 = /po/¢€is the
dielectric impedance, Ag = Agreespace//€r 15 the dielectric
wavelength, and 3 is the mode propagation constant. For
ruby ¢, ~ 10, so Z5 = 120Q and Ay = 0.0566 in. The
RWM guide dimensions are @ = 0.10 in. and b = 0.05 in.
[28]. From Eq. (63), H is circularly polarized for

ry %
tan — = —=——— (64)

which has the solutions y ~ 0.1a and y =~ 0.9a. Forming
the product H; * - 7,3, it is found that the pump RF field
is most strongly coupled to the spins at y ~ 0.1a.

Neglecting losses and ruby absorption, the time-
average power flow down the waveguide is {29]

VA
Pavg = _;—E / IHt|2 dA (65)

cross
section

where H, is the transverse component of H; and

Z
Zpp = —eet (66)

2
A
- (3)
Evaluating Eq. (65) and solving for Ej, one obtains

- Pavg - 12
Eo= (4——5——P‘“ ZTE) (67)

a-b



Assuming P,yg = 50 mW per channel [28], an electric-field
amplitude Ey = 2.78 x 102 V/m is obtained in the guide.

Substituting Eq. (62) into Eq. (59) and noting that

H, has no z component,

1 N |
Wis = Eafa')’zg(f) Hy -(2-j9) (68)

Since H, varies as a function of y, an average value of the
modulus-squared quantity in Eq. (68) is required. Evalu-
ating the average, one obtains

1 a
)

Equation (68) averaged over the waveguide cross section
becomes

2 2
1/E,
dy=={=
Y 2<Zd) (69

H (& - j3)

(W) = gotoran (2) )

To evaluate Eq. (70), one needs to know the line
shape function g(f). For an unbroadened Lorentzian line
of width A fr, the line shape at the pump frequency is [2]

o)~ @

where Afy &~ 60 MHz for ruby.

For a line broadened by a stagger-tuned dc field and
assuming that the pump sweep rate >> the pump level
relaxation time, the line shape is approximately [2]

1 _af af
_ g]fm -3 <f<fp+73*
9(f) = ‘ (72)
0 elsewhere

where Af, and Af, are the pump and signal linewidths,
and 8f,/0f, is evaluated by differencing or by applica-
tion of the Hellman-Feynman theorem [7]. For the 32-GHz

pumping scheme used in the RWM, 3f,/0f, ~ 2. A typi-
cal broadened linewidth for the RWM is A f, = 400 MHz.

Evaluating Eq. (70) for the above values, and noting
that v = 2.2 x 10° m/Coulomb,

780 sec~! unbroadened
Wiz = { (73)

90 sec”!  broadened

From Fig. 4, the corresponding inversion ratios at T' =
4.5 K are

(74)

I 1.3 unbroadened
~ 0.8 broadened

These values compare favorably with the corresponding
experimental values. Moore and Neff [27] found the maxi-
mum inversion ratio to be I = 1.1 to 1.2. (The saturation
value of I in Fig. 4 is I ~ 1.5). Shell and Neff [28] de-
termined the inversion ratio of the RWM broadened to
400 MHz to be I =~ 0.7 to 0.8.

D. Noise Temperature

Amplifier noise temperature 7T}, is plotted versus phys-
ical temperature T' with the resistive loss quantity 3 as a
parameter for the two 32-GHz pumping schemes shown in
Figs. 7 and 8. Following Stelzreid [12], the amplifier noise
power is

Paamp = G kT, B (75)

where G is the amplifier gain and B is the bandwidth. To
make this definition valid for hf/kT, 2 1, define

bt
T, = + (76)
eP}-— -1
where T, is defined by the black-body noise power
hfB
Pn,amp =G f (77)

Y
eﬂ(--—l
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Noise in masers is discussed thoroughly in [2]. The
two primary noise mechanisms are spontaneous emission
of photons by the ruby spins and conductor losses in the
microwave circuitry. The noise power of a TWM is [2]

a a

Pramy = (@ =1) (22 P(-To) 4 (D)
(78)

where

hfB
Po(To) = —55— (79)
ekTo — ]
and

G = e2(a,,.—ao)L (80)

where a,, and ag are the ruby gain and forward loss coef-
ficients, respectively, of the TWM, and L is the structure
length. T,, = |T,] is the magnitude of the spin tempera-
ture defined by the ratio of the inverted spin populations:

L _hu
Do i (81)
nj

For G > 1, Egs. (75), (78), and (79) yield a noise
temperature

hf 1 B
T, = + (82)
CH- [

where 8 = ao/anm,. Figures 14 and 15 show T, versus T’
with 3 as a parameter and assuming pump level satura-
tion. The figures display a slightly lower T, at a given
physical temperature and S for the 90-deg orientation.
The difference arises from the lower T;, for the 90-deg
pumping scheme. Note that at 7 = 1.5 K the effect of 8
is diminished. Estimates of 3 for a 32-GHz TWM are not
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available at this time. For the RWM, Shell and Neff [28]
estimate § ~ 0.1.

VI. Conclusions

This article shows that by accounting for the rate of
spin relaxation from higher energy levels, predictions of
many basic maser parameters such as gain, pump power,
and noise temperature can be made. For ruby, the dom-
inant source of spin relaxation is interaction of the Cr3t
ions with thermal vibrations of the Al;O3 lattice. Based
on measurements found in the literature which character-
ize the strength of the coupling between the spins and the
lattice, quantitative estimates of the spin relaxation rates
have been made.

Relaxation time measurements are presently under-
way at 9 GHz and 35 GHz as a check of the theory and
to determine the best orientations and Cr concentration
of the ruby crystal for a 32-GHz maser. Previous relax-
ation time measurements have shown varying degrees of
agreement with the theory, perhaps due to the presence
of impurities or due to clustering of Cr ions. To account
for impurities or clustering, the theory would have to be
modified to account for spin-spin interactions.

Comparison of predicted inversion ratios with mea-
sured values also shows varying degrees of agreement, but
the agreement is generally good. More detailed experimen-
tal studies of inversion ratio and gain for various levels of
pump power and as a function of physical temperature for
the 54.7-deg and 90-deg ruby orientations are necessary at
32 GHz.

The theory predicts that at 32 GHz and assuming
pump saturation, the gain for the 90-deg orientation (1-
2 signal transition) should be nearly 50 percent higher in
dB than for the 54.7-deg orientation (2-3 signal transition).
The theory also predicts a slightly lower noise temperature
for the 90-deg orientation. Although specific calculations
have not been performed, it is expected that the 90-deg
orientation will require =~ 50 percent greater pump power
than the 54.7-deg orientation.

The usefulness of the present theory remains to be
seen. It may be found that spin-spin interactions cannot
be neglected even for the relatively dilute ruby used in
maser amplifiers. The theory is, however, a significant step
towards a more complete understanding of ruby masers.
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Table 1. Comparison of Donoho’s [4] calculated values
of A; and T; with those of the author for 6 = 54.7 deg,
f=93GHz,and T=4.2K

f = 54.7 deg, transition = 2-3

Donoho’s Author’s
Calculation [4] Calculation

T 0.38 0.20
Ty 0.22 0.11
Ty 0.13 0.07
Ay 0.99 1.00
Ay 0 0

As 0 0

0 = 54.7 deg, transition = 3-4

Donoho’s Author’s
Calculation [4] Calculation
Ty 0.97 0.51
T, 0.60 0.30
Ts 0.22 0.11
A 0.50 0.26
A,y 0.41 0.49

As 0.09 0.25




Table 2. Comparison of measured inversion ratio with theoretical
predictions for 0.05 percent Cr ruby at 4.5 K

Transition(s) and

Frequency, GHz

0, deg Hy, kG Signal Pump Iopt Jmeas Jtheory

54.7 5.72 2-3 1-3, 2-4 3.6 2.89 2.2
14.4 32.9

54.7 5.56 2-3 1-3, 2-4 3.6 3.0%:? 2.3}
13.9 32.0

54.7 6.78 2-3 1-3, 2-4 3.4 3.3 2.0
17.2 28.0

54.7 3.7 2-3 1-3, 2-4 4.2 2.5 3.0
8.5 21.9

54.7 6.6 2-3 1-3, 2-4 3.4 2.5 2.0
16.8 37.3

90 5.0 1-2 1-4 4.1 2.5 3.6
8.5 43.5

90 5.0 1-2 1-3, 3-4 4.1 3.2 3.6
8.5 24.2, 19.3

90 6.8 1-2 1-3, 3-4 3.3 3.0 2.7
13.6 33.9, 24.6

90 7.1 1-2 1-3, 3-4 3.2 2.9 2.4%
14.2 35.2, 25.2

90 8.0 1-2 1-4 31 =0.1° 2.5
16.8 68.3

90 8.0 1-2 1-3, 3-4 3.1 2.9 2.4
16.8 40.3, 28.0

% 0.075 percent Cr

b18K

¢ Pump not saturated
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Fig. 1. Geometry of Cr3* site.
3x4
4
Fap
{FREE ION) 3x4

x4 1x2 /

2ZFS = 2|0 MASER
OCTAHEDRAL LEVELS
FIELD 1x2 /
TRIGONAL FIELD \
DISTORTION
+5-0 COUPLING ZEEMAN
SPLITTING

Fig. 2. Simplified energy splitting diagram for Cr in Al;03 lattice. Sequence of
quantum mechanical perturbations applied is shown. m x n = m-fold orbital
degeneracy and n-fold spin degeneracy.

(a) (b) (c)

Fig. 3. Double-pumping schemes being considered for
ruby for a 32-GHz maser. The downward arrow is the
32-GHz (signal) transition.
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Performance Effects of Tie-Truss Modifications for a
70-Meter Centerline Beam Waveguide Antenna

J. J. Cucchissi

Ground Antennas and Facilities Engineering

The elevation-axis tie truss of the 70-m antennas would have to be modified to
accommodate a centerline beam waveguide. To accomplish this, the center section
of the tie truss has to be altered, causing a change in the tie-truss compliance and
affecting structural performance. Even with the center section completely removed,
the worst-case rms pathlength error due to gravity load is increased from 0.025 to
only 0.030 inches. Using a simple postprocessor technique, the effects of modifying
the compliance can be predicted without resorting to multiple and costly reanalyses
of large finite-element models on a mainframe computer.

l. Introduction

With the imminent implementation of beam wave-
guide technology in the Deep Space Network, a study was
initiated to predict the performance degradation due to
retrofitting existing antennas in the 70-m subnet with a
centerline or on-axis beam waveguide. Whereas the 70-m
antenna structure was designed for a dish-mounted feed-
cone (Fig. 1) and no allowance made for an on-axis beam
waveguide, some structural components of the main re-
flector and elevation wheel would obstruct the path of mi-
crowave energy of a beam waveguide system. The first
significant obstruction is a 56-foot tie truss (Figs. 2 and
3). It is a space truss of triangular cross section that is
integral with the reflector backup and elevation wheel sub-
structures and that runs parallel to the elevation axis and
connects the two elevation bearing castings. To allow a
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beam waveguide shroud to pass through this region, the
center section would have to be modified or removed.

The purpose of this study was to determine the effect
of tie-truss stiffness on the main reflector surface distor-
tion under gravity load. Specifically, the analyses quanti-
fied the sensitivity of the gravity rms half-pathlength error
to the stiffness of the tie-truss center section. Supplemen-
tal analyses also examined changes to the lower frequency
modes when the center section is removed completely.

The sensitivity analyses described herein were per-
formed using the methods of structural modification re-
analysis [1, 2] and correlation analysis {2]. The specific
procedures used are explained briefly; more rigorous de-
scriptions of the theory and further applications can be
found in the references.
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Il. Methodology

The 70-m tipping structure comprises the main
reflector, elevation wheel, subreflector, and quadripod.
A planar-symmetric finite-element half model of this struc-
ture includes 6,776 finite elements (primarily axial force
bars), 1,994 nodes, and 5,982 translational degrees of free-
dom. Finite-element analysis and microwave-pathlength
analysis is accomplished via the JPL-IDEAS finite-element
analysis and design optimization program [3] on the
UNIVAC. Sensitivity coefficients, derived from the large
mainframe analysis model, are incorporated into PC-based
postprocessing software that uses a combination of
structural modification reanalysis and correlation analy-
sis to assess the effect on performance when the cross-
sectional areas of selected structural members are reduced
or when the members are removed completely. Some
postprocessor results were verified via mainframe finite-
element processing.

The model was analyzed first for gravity load and the
forces in the members in the central region of the tie truss
were examined (Fig. 3). Those members that carried at
least one percent of the gravity load and would obstruct a
centerline beam waveguide path were selected for modifi-
cation. For this study, nine bars were selected.

A. Structural Modification Reanalysis

To model the effects of modifying these selected mem-
bers, sets of self-equilibrating unit virtual loading pairs
[1], called indicator loads, are applied to the finite-element
model at the terminal nodes of each of the members to
be altered, one set per member. Static analysis is per-
formed for each set separately and also for the y and 2z
components of the gravity load. The JPL-IDEAS pro-
gram provides: (1) the forces due to y and z gravity, and
(2) the forces due to the indicator loadings, for each of the
members to be altered. The following matrices then can
be constructed:

P; 2x N matrix of original forces for N altered mem-
bers, z and y gravity rows

Ps N x N matrix of forces in N altered members for
indicator loadings

F N x N diagonal matrix of original flexibilities of
N altered members

SF N x N diagonal matrix of modified flexibilities of
N altered members

Using the calculated member distortions

E;=FPf (1)
Es = FPg (2)
Eg = SF = factor x F (3)

and enforcing compatibility, the N x 2 modifier matrix R
is found by solving

(Eo — Es)R = E; (4)
A more detailed discussion of reanalysis is presented in [1].

B. Correlation Analysis

After determining the R modifier matrix, the gravity
loading pathlength error analysis for the modified struc-
ture can proceed. The pathlength error vectors for 2- and
y-gravity loads after modification can be assembled from
the independent pathlength error vectors for z and y grav-
ity before modification and the indicator loads as follows:

AR AR Y )

where g = best-fit pathlength error vector for load k and
subscripts zp, yo refer to z and y gravity response before
modification, and 1,2,3,..., N refer to indicator loads.

At any elevation angle ¢, the gravity pathlength error
vector is

io =[5 7y c (6)

where

and ( = siny —sina, 7 = cosy — cos a, and ¥ = rigging
angle (usually 45 deg), o = any elevation angle, 0 < a <
90 deg.
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So, for the modified structure

56 = [Feo Bra|e+ [ 7o o An|Re ()
Forming the sums of squares:
58 =g pg =c"PE Pg,c
+cTPE PyRe
+cT (PEOPNR)TC
+cTRTPLPNRC (8)

where Pg, = [f:, Pyo] and Py = [p1 p2 ... pN]-

Using the notation C;; = correlation coefficient for
pathlength error vectors g; and §j, and RM S} = the best-
fit rms pathlength error for vector pi, and noting that
Ci; = pi¥ p;/(RMS; * RMS;), the first term in Eq. (8)
can be shown to be:

A=cTRM,, C,, RM,,c

where
RMS, 0
RM,, =
b 0 RMS,
and
1 Cy
C,, =
Y710, 1

the second and third terms can be shown to be:

B; = ¢TRM,,ConRMpyR ¢
T
By=cT (RM,,,CGNRMNR) c

where

Czl CzZ CzN
Con =

Cyi Cya -+ Cyn
and
-RM51 0o |
RMy = RMS,
i 0 RMSN_

for N altered members (indicator loads), and the fourth
term can be shown to be:

C=cTRTRMNC;;RMpyR ¢

where
1 Ci2 Ciz - C1NT
Cia2 1 Ca - Con
Ciy=|Ca Cu 1 - Csn
Cin Cony Cay -+ 1

The first term is the contribution due to y-gravity and z-
gravity loads and is assumed invariant. The second and
third terms are the contributions of each indicator load
correlated with both y- and z-gravity. The fourth term is
the contribution of each indicator load correlated with the
other indicator loads. Note that all but the first term re-
quire the modifier matrix R calculated earlier using struc-
tural modification reanalysis.

The JPL-IDEAS program provides the best-fit rms
pathlength error (RMS;) for each of the loads and the
correlation coefficient (C;;) for all pathlength-error vector
pairs. By substituting in these values each term is readily
calculated. Summing the four terms and taking the square
root yields the gravity rms pathlength error for a particular
modification of the N selected members.

rms = (ss)”2 = (4+B14+B2+ 0)1’2 ©)



For other changes to the N selected members only a new
R matrix need be calculated. Response over the antenna
elevation range is computed by varying « from 0 to 90 deg.

l11. Natural Frequency Analysis

Since the gravity rms pathlength error was not
severely degraded by removing the center section of the
tie truss, the normal modes were examined and compared
before and after removal. Again, the JPL-IDEAS pro-
gram was used to perform the natural frequency analyses.
For a half-model structure, two stiffness matrix decom-
positions are required, one with symmetric and one with
anti-symmetric boundary restraints, to recover all allow-
able modes for the full structure.

Instead of being rigidly fixed at the elevation bear-
ings, the stand-alone tipping-structure model is connected
to linear springs simulating the lateral flexibility of the al-
idade at the elevation bearing locations. This modeling
provides a more realistic representation of the alidade and
tipping structure interaction. Furthermore, since only half
the structure is modeled, the alidade flexibility is repre-
sented by two springs, one for symmetric and one for anti-
symmetric boundary conditions. Independent static anal-
yses of the alidade were performed to determine the lateral
flexibility of the alidade at the bearings. These compli-
ances were then incorporated into the tipping-structure
model for normal modes analysis.

IV. Numerical Results

The graph in Fig. 4 shows the change in the gravity
rms pathlength error over the antenna elevation range for
a series of bar-area reductions. Each rms achieves a max-
imum value at the extreme elevation angle of 0 deg; the
rms is zero, by definition, at the prescribed rigging angle
of 45 deg. There is little discernible difference in antenna
performance between the original model and one where the
tie-truss stiffness was reduced by 80 percent. Even with
the center section removed, the worst case rms is 0.030 in.

The extreme values plotted in Fig. 1 are listed in Ta-
ble 1 under combined gravity rms at 0 and 90 deg, for an
antenna rigged at 45 deg. Also included are the rms values
for a 1-g y-gravity load, a 1-g z-gravity load, and the cor-
relation coefficient for these two loads. The equation that
accompanies the table shows a simple way to calculate the
combined gravity response from the y and 2 components.
These results reflect only the effect of uniformly downsizing

each of the nine selected bars in the tie-truss center sec-
tion by a percentage of their original area. No allowance
is made for the reduction in gravity load due to reducing
member areas because the weight of these members rep-
resents only 0.5 percent of the total gravity (dead) load.
Also, the solutions assume stiffness reduction only with
no further optimization of the reflector backup or tie-truss
structures to compensate for the rms increase.

When spot-checked with mainframe finite-element
model analyses, the postprocessor made accurate predic-
tions as the bar areas were reduced. As the areas ap-
proached zero, however, the predictions became unreliable;
the (Eg—Eg) matrix became singular, correctly indicating
unstable nodes in the finite-element model. To accurately
analyze this case, the bars and any extraneous nodes had
to be removed from the model, and a mainframe finite-
element analysis was performed. Those results for the
center section removed are tabulated as the 100-percent
area-reduction case.

In Table 2 is a comparison of the lowest anti-
symmetric modes, showing the effects of including accu-
rate representations of the alidade compliance across the
elevation bearings. The percentage of the total inertia
about the y (roll) axis and z (yaw) axis contributed by each
mode is listed in the table under effective modal inertia.
The anti-symmetric modes above the first were changed
moderately, as indicated by the frequency shifts and the
redistribution of the effective modal inertias. However, the
first anti-symmetric mode, which is essentially torsion of
the quadripod at 1.28 Hz, was unchanged. This frequency
is of particular importance because it is the lowest natural
frequency of the 70-m antenna and, as such, is a critical
performance constraint. To avoid excitation of the antenna
modes, the lowest frequency must be outside the position
loop bandwidth of the antenna drive servo system.

When expressed as a percentage of the total inertia
about each axis, effective modal inertias provide general
information about the mode shape. In the coordinate sys-
tem used for the tipping structure model (see Fig. 1), a
value for 6, indicates a pitch mode, for 8y a roll mode, and
for 8, a yaw mode. For example, in Table 3 anti-symmetric
mode 2 after removal is a mixture of roll and yaw, repre-
senting 12.1 percent of the inertia about the y axis and 5.6
percent of the inertia about the z axis. Mode 3 is also a
mixed mode, although predominantly yaw and represent-
ing 23.9 percent of the inertia about the z axis. Highly
localized vibrations or modes with a small fraction of the
rotational inertia, such as torsion of the quadripod, will
appear as small values in these tables; examination of the
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eigenvector is required to determine the character or mode
shape of these vibrations.

Tables 3 and 4 compare the natural frequency per-
formance of the antenna before and after the complete re-
moval of the tie-truss center section. The analyses incorpo-
rated appropriate alidade springs with different symmet-
ric and anti-symmetric mode properties. Both the anti-
symmetric (antenna roll and yaw) and the symmetric (an-
tenna pitch) modes were unaffected by the removal.

V. Summary

Analysis indicates that the center section of the ele-
vation tie truss can be removed with a predicted degra-

dation in gravity pathlength error of 0.005 in. rms. In
addition, the removal does not compromise the natural
frequency performance. In the model, an alternate load
path through an adjacent structure must have been in ef-
fect to compensate for the tie-truss removal. Before any
modification of the existing tie truss is recommended, this
load path must be clearly defined and the integrity of the
structural elements composing this path must be verified.

The postprocessor techniques used in the study
simplified the analysis and provided accurate and reliable
results when compared to the mainframe finite-element
analyses. They are also inherently self-checking. When
the predictions became unreliable, the postprocessor cor-
rectly indicated that an instability existed in the finite-
element model.
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Table 1. Stiffness reduction effects on RMS pathlength error

Area or stiffness
reduction, percent

1-g y-gravity
RMS, in. (cm)

1-g z-gravity

RMS, in. (cm)

Correlation
coefficient, C.,

Combined gravity®
RMS, in. (cm)

EL 0 deg

EL 90 deg

0
20
40
60
80

100

0.0274 (0.0696)
0.0275 (0.0699)
0.0276 (0.0701)
0.0281 (0.0714)
0.0292 (0.0742)
0.0315 (0.0800)

0.0354 (0.0899)
0.0356 (0.0904)
0.0359 (0.0912)
0.0365 (0.0927)
0.0375 (0.0953)
0.0412 (0.1046)

0.1095
0.1146
0.1214
0.1303
0.1404
0.1291

0.0254 (0.0645)
0.0255 (0.0648)
0.0257 (0.0653)
0.0260 (0.0660)
0.0267 (0.0678)
0.0294 (0.0747)

0.0210 (0.0533)
0.0210 (0.0533)
0.0210 (0.0533)
0.0213 (0.0541)
0.0220 (0.0559)
0.0239 (0.0607)

1/2
“RMSa = (172 RMS? + C*RMS? + ZnCRMS,,RMS,C,,,)

for o = 0 deg, v = 45 deg

n = —0.2929
¢ = 0.7071
and for a = 90 deg, ¥ = 45 deg
7 =10.7071
¢ = —0.2929

Table 2. Comparison of anti-symmetric modes with and without simulated
alidade compliance

With alidade compliance Without alidade compliance

Mode Effective modal Effective modal
Frequency, inertia, percent of total Frequency, inertia, percent of total

Hz 0, 0 Hz 0y 0

1 1.281 - 1.1 1.281 - 1.0

2 1.489 12.1 5.6 1.594 24.8 2.7

3 1.719 13.8 23.9 1.769 2.2 60.8
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Table 3. Comparison of anti-symmetric modes before and after removal of tie-truss center section

Before removal

After removal

Mode Effective modal Effective modal Mode shape
Frequency, inertia, percent of total Frequency, inertia, percent of total
Hz 8y 9. Hz 0y 0.
1 1.281 - 1.0 1.281 - 1.1 Yaw (Quad Torsion)
2 1.491 12.7 4.5 1.489 12.1 5.6 Roll + Yaw
3 1.736 13.0 21.5 1.719 13.8 23.9 Yaw + Roll

Table 4. Comparison of symmetric modes before and after removal of tie-truss center section

Before removal

After removal

Mode Effective modal Effective modal Mode shape
Frequency, inertia, percent of total Frequency, inertia, percent of total
Hz 9, Hz 0
1 2.389 41.6 2.381 42.4 Pitch
2.853 10.9 2.847 10.5 Pitch
3 3.262 2.3 3.255 2.1 Pitch

92



“:" A
B 17

\

N

ST

Mi
N
N
< pnNE

Fig. 1. Isometric view of the 70-m antenna showing
coordinate system of the tipping structure.

[

WHEEL TRUSS

TIE TRUSS
END f \\
WELDMENT A
\(,\\ VA
/ \

' "/
WA AW
[ 1 LI‘R‘
ELEVATION-
BEARING
CENTERLINE

Fig. 2. 70-m antenna elevation wheel with tie truss.

93



94

CONNECTION POINTS
TO MAIN REFLECTOR
BACKUP STRUCTURE

CENTER
SECTION

ELEVATION _
AXIS

ELEVATION ELEVATION
BEARING BEARING

Fig. 3. Simplified view of tie truss showing region to be modified.

0.030 T T T T T T T T
0.025 100% REDUCTION
5 80% REDUCTION
[+
Q2 0020 0% REDUCTION
&
X
G
Q 00151
w
-
I
<
a 0010
wn
=
[«
0.005 -
0 | ] | 1 |

0 10 20 30 40 50 60 70 80 90
ELEVATION ANGLE, deg

Fig. 4. Gravity RMS pathlength error for a series of
bar-area (stiffness) reductions.



TDA Progress Report 42-98

August 15, 1989

77

A Performance Comparison Between Block
Interleaved and Helically Interleaved
Concatenated Coding Systems

K.-M. Cheung and L. Swanson

Communications Systems Research Section

This article compares the performance (bit-error rate vs. signal-to-noise ratio)
of two different interleaving systems, block interleaving and the newer helical in-
terleaving. Both systems are studied with and without error forecasting. Without
error forecasting, the two systems have identical performance. When error fore-
casting is used with shallow interleaving, helical interleaving gains, but less than
0.05 dB, over block interleaving. For higher interleaving depth, the systems have

almost indistinguishable performance.

I. Introduction

As NASA wants to receive more data from plane-
tary missions, and as technologies like data compression
make projects tighten their error-rate requirements, many
missions are turning to concatenated coding schemes with
Reed-Solomon (RS) codes as “outer” codes concatenated
with “inner” convolutional codes, which have been used in
the Deep Space Network for years (Fig. 1). RS decoders
for use beginning in the mid-1990s will be installed in the
network by February 1, 1992.

When concatenated coding is used, symbols in RS
words are generally “interleaved,” so that the error cor-

recting ability of one RS word is not used up entirely by
one or two long error bursts from the Viterbi (convolu-
tional) decoder. Some missions planning to use RS codes
in the Deep Space Network will have “block” interleaving
depth five. This means that consecutive symbols in a RS
word are separated on the channel by exactly four other
RS symbols, one from each of the other four words in the
block (Fig. 2).

Recently, other interleaving schemes have been sug-
gested, such as E. Berlekamp’s “helical interleaving” [1,
2]. In this article, the initial analysis of this scheme is
presented. In helical interleaving, words go into the inter-
leaver/deinterleaver in the staggered way shown in Fig 3.
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(Notice that if a block-interleaved code block were pasted
onto a cylinder, the set of symbols consisting of the jth
symbol in each word lies on a circle around the cylinder;
if the helically interleaved words were pasted onto a cylin-
der, the set consisting of the jth symbol in each word lies
on a helix.) Helical interleaving is defined precisely in Sec-
tion II.

It is worth noticing that for a given interleaving depth,
the two schemes yield statistically identical code perfor-
mance. As far as any one codeword is concerned, it con-
sists of certain RS symbols; its decoding does not depend
on which other codewords the intervening symbols belong
to. So why this apparently more complicated interleaving
scheme? There are two ways in which we might expect
helical interleaving to be different from block interleaving.
The first is synchronization: if a synchronization marker
is placed before or at the beginning of each codeword in a
block-interleaved block, then several markers appear con-
secutively at the beginning of each code block; with helical
interleaving, the markers would be uniformly scattered.
This should allow faster (though possibly more compli-
cated) synchronization, but we do not address this issue
here. The second way in which helical interleaving can be
expected to perform differently from block interleaving is
in error forecasting. For several years, the DSN’s planning
for RS decoders has taken into account the slight perfor-
mance gain available from the fact that RS codes can use
quality information in decoding; a symbol that is believed
questionable and flagged as an “erasure” costs only half
an error [3].

The error-forecasting scheme used in this article is a
simple but effective one: that is to create erasures in those
words that have too many symbol errors [4] by assuming
that errors in adjacent words continue in the undecodable
word. Based on the above idea, there are two ways to flag
an erasure; that is, either flag a symbol of an undecod-
able word as an erasure if either one of the code symbols
next to it on the channel is detected as erroneous (single-
sided forecasting), or flag a symbol as an erasure only if
the code symbols on both sides of it on the channel are
detected as erroneous (double-sided forecasting). Simula-
tions show that in all cases the more aggressive single-sided
forecasting scheme performs better than the conservative
double-sided forecasting scheme. Thus we choose to use
the single-sided forecasting scheme in all our simulations
in this article. Since the Viterbi decoder, which decodes
the inner convolutional code, creates errors in bursts, pre-
vious analysis [5] shows that in the case of block interleav-
ing, using this simple error-forecasting strategy allows a
gain of about 0.04 dB.
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For block interleaved data, words go into the inter-
leaver as shown in Fig. 2. Each interleaving block is sep-
arated from others, and all possible error forecasting can
be done within the same block. Thus a finite buffer can
do all error forecasting. In the light of this finite buffer
feature, error forecasting with redecoding to each inter-
leaving block was selected, disregarding the order of de-
coding of codewords in each block. That is, when a code-
word in a block is decoded successfully, erasure informa-
tion is generated for both of its adjacent words in the block.
After the first round of decoding in a block, the previ-
ously undecoded codewords are then redecoded using the
additional erasure information. This process goes on until
no more undecodable words can be recovered. For heli-
cally interleaved data, words go into the interleaver in the
staggered way shown in Fig. 3. Unlike the block inter-
leaving scheme in which each codeword is “related” only
to words in the same block, each codeword in the helical
interleaving scheme is theoretically “related” to all words
before and after it, and this makes error forecasting with
redecoding impractical, if not impossible, since it would
require a buffer with infinite memory. Thus in helical
interleaving one does error forecasting without redecoding.
That is, when a codeword is successfully decoded, erasure
information is generated to those symbols (of other not yet
decoded codewords) that are adjacent to the previously er-
roneous symbols of the decoded codeword. Each codeword
is then decoded in order, first without using the erasure
information. If the codeword is decodable, the decoder
goes on to decode the next codeword. If not, the code-
word is decoded once again using the erasure information
generated from previously decoded words. Whether the
codeword is decodable or not (with erasure information),
the decoder goes on to decode the next codeword.

For deep interleaving, both block and helical inter-
leaving give nearly identical error forecasting capability
because both schemes are essentially “ideal interleaving”
schemes which allow nearly statistically independent RS
symbols. But for shallow helical interleaving (e.g., depth 2,
which is used by Galileo), a word with too many symbol
errors to decode is preceded by a part of one word and part
of another. On the one hand, this means that a Viterbi
decoder error burst is less likely to keep both different
codewords from decoding, and so the error forecasting ca-
pability should be enhanced. On the other hand, only
some of the symbols in a given codeword are preceded by
symbols in a codeword that is decoded before it. For the
exact schemes we compare in Section III, the trade-off be-
tween these effects depends on the interleaving depths and
the inner convolutional codes. For interleaving depth 2,
helical interleaving gives a slight performance gain over
block interleaving with both the (7,1/2) and (15,1/4) inner



convolutional codes. For interleaving depth 4 or 8, helical
interleaving is slightly better or slightly worse than block
interleaving, depending on whether the (15,1/4) code or
the (7,1/2) code is used as the inner code.

Il. Helical Interleaving

In this section, mathematical definitions of the inter-
leaving schemes are included for completeness, but the
reader is advised to consider Figs. 2 and 3 to illustrate
these definitions.

Definition 1. A block code with n code symbols
per codeword is block interleaved to depth d if the code
symbols sent on the channel are packed into codewords
in such a way that the code symbol that follows (on the
channel) the jth symbol of the mth codeword, m < d, is
the jth code symbol of the (m + 1)th codeword, and the
code symbol that follows the jth code symbol of the dth
codeword, j < n, is the (j + 1)th code symbol of the first
codeword, and the code symbol following the nth code
symbol of the dth codeword is the first symbol of the first
codeword in the next block.

Definition 2. A block code with n code symbols
per codeword is helically interleaved to depth d, where
dr = n—1 and r is any integer, if code symbols are packed
into codewords in such a way that the code symbol that
follows (on the channel) the jth code symbol of the mth
word, m < d, is the (j — r)th code symbol of the (m+ 1)th
codeword; if j — r < 0, then this is the (§ — r + n)th code
symbol of the mth codeword of the “previous” group. The
jth code symbol of the dth codeword is followed by the
(7 + (d — 1)r)th code symbol of the first codeword of this
group if j < r and by the (j — r)th code symbol of the first
codeword of the next group if j > r.

Helical interleaving can be defined for codeword
length n and interleaving depth d as long as n and d are
relatively prime. While this more complicated definition
for interleaving depths 4 and 8 was needed in the simula-
tions, technical definitions will not be written here. The
interested reader can find them in [1].

Helical interleaving was introduced in 1982 [1, 2] by
E. Berlekamp. It has since been successfully implemented
in several hardware decoders. Figure 3 depicts a helical
interleaver for a code of length 4 interleaved to depth 3. As
discussed in Section I, use of a helical interleaving scheme

in general does not enhance the gain performance of a
concatenated coding system.

For many applications, it is better than block inter-
leaving because of synchronization and interleaving delay.
Helical interleaving facilitates synchronization in the fol-
lowing way: in block interleaving, the jth symbols of two
adjacent codewords in a block are adjacent to each other
in the channel; in helical interleaving, the jth symbols of
two adjacent codewords are separated from each other in
the channel by n — 1 symbols in a block-interleaved sys-
tem. If a synchronization marker is placed before or at the
beginning of each codeword in a block-interleaved block,
several markers appear consecutively at the beginning of
each code block in the channel symbol streams, and the re-
ceiver can acquire only synchronization modulo nd. With
helical interleaving, the markers are uniformly scattered,
and this allows synchronization modulo n. The difference
in interleaving delay is that the end-to-end delay of a block
interleaver is 2nd, exclusive of the channel delay, whereas
the delay of a helical interleaver is only nd.

I1l. Simulation

The performance of the concatenated coding systems
described in this section were obtained by simulation. The
inner codes used were the standard (7,1/2) convolutional
code, which was simulated with a software Viterbi decoder,
and Galileo’s experimental (15,1/4) code, which was de-
coded using the Communications Systems Research Sec-
tion’s long constraint length “Little Viterbi Decoder” built
for Advanced Systems. The outer codes used were the
standard (255,223) RS code, which has been adopted for
use by a number of present and future missions, and the
proposed (1023,959) RS code for deep-space missions of
the future.

Figures 4 through 11 give the SNR performance com-
parisons of various concatenated schemes using block inter-
leaving and helical interleaving. Figures 4 and 5 show the
performance curves of the concatenated coding schemes
using the (7,1/2) convolutional code as inner code, and the
(255,223) RS code as outer code, without and with error
forecasting respectively. Similarly, Figs. 6 and 7 show the
performance curves of the concatenated coding schemes
with the (7,1/2) convolutional code and the (1023,959)
RS code. Figures 8 and 9 show the performance curves of
the concatenated schemes using the (15,1/4) convolutional
code and the (255,223) RS code. And finally, Figs. 10 and
11 show the performance curves of the concatenated cod-
ing schemes using the (15,1/4) convolutional code and the
(1023,959) RS code.
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1V. Conclusion

It is observed from Figs. 4 through 11 that, as pointed
out in Section I, when no error-forecasting strategy is used,
both helical interleaving and block interleaving perform
identically for all interleaving depths. When error forecast-
ing is used, helical interleaving gains less than 0.05 dB at
shallow interleaving. For deeper interleaving (e.g., depth 4
or depth 8), helical interleaving is slightly worse or slightly
better than block interleaving, depending on whether the
(7,1/2) convolutional code or the (15,1/4) convolutional

code is used as inner code. The difference in performance
between helical and block intetleaving for higher depths
might be attributed to the fact that the (15,1/4) code pro-
duces longer bursts than the (7,1/2) code.

On the basis of these results, it is recommended that
helical interleaving be considered for possible use only in
particular situations, and not for general use. As usual,
the real moral seems to be that one should allow greater
interleaving depth, whatever interleaving scheme is used.
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On the Decoder Error Probability of Linear Codes

K.-M. Cheung

Communications Systems Research Section

In this article, by using coding and combinatorial techniques, an approximate
formula for the weight distribution of decodable words of most linear block codes
is evaluated. This formula is then used to give an approximate expression for the
decoder error probability Pg(u) of linear block codes, given that an error pattern
of weight u has occurred. It is shown that Pg(u) approaches the constant Q as u
gets large, where Q is the probability that a completely random error pattern will

cause decoder error.

. Introduction

Coding is used in a digital communication system to
detect and correct errors introduced in the data stream by
channel noise. An important parameter to evaluate the
performance of a code is its decoder error probability. Let
C be a linear (n,k,d) code over GF(q), and C?t be its
(n,n—k,d%) dual code. Let t be the number of errors the
code is designed to correct. Let G be the generator matrix
of C. Let A, denote the number of codewords of weight u,
and D, denote the number of decodable words of weight
u. Decodable words are defined as all words lying within
distance t from a codeword. If the decoder is assumed to be
a bounded distance decoder, then the weight distribution
for the decodable words can be used to find the decoder
error probability of the code.

When a codeword ¢ € C is transmitted over a com-
munication channel, channel noise may corrupt the trans-
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mitted signals. As a result, the receiver gets a corrupted
version of the transmitted codeword ¢ + ¢, where ¢ is an
error pattern of some weight u. If u < t, then a bounded
distance decoder on the receiver’s end detects and corrects
the error e, and recovers c. If u > t, the decoder fails, and
it either

(1) Detects the presence of the error pattern ¢, but is
unable to correct it, or

(2) Misinterprets the received pattern c+ e for some other
codeword ¢’ if the received pattern falls into the radius
t of the Hamming sphere around ¢’.

Case (2) is, in most cases, more serious than case (1).
This can occur when an error pattern e is of weight u >
d—t. As pointed out in [1] and [2], if all error patterns of
weight u are equally probable, the decoder error probabil-



ity given that an error pattern of weight u occurs, denoted
by Pg(u), is given by the following expression:

PE(u) - L

() (g — 1)

In this article, by using combinatorial and coding tech-
niques, an approximate formula for the weight distribution
of decodable words for most linear block codes is evaluated.
This formula together with Eq. (1) gives an approximate
formula for the decoder error probability Pg(u) for most
linear block codes. It is also shown that

Pow) T Q

where @ is the probability that a completely random error
pattern will cause decoder error. That is,

Q= (—Q#’—(‘—) ~ g Va(t) @

where r = n — k is the code’s redundancy and V,(t) =
o (7)(g — 1)' is the volume of a Hamming sphere of
radius £.

I1. Mathematical Preliminaries

In this section, combinatorial and coding techniques
required to derive the results in later sections are intro-
duced. These techniques are similar to those used in [6] to
obtain the weight distribution of linear block codes.

A. Principle of Inclusion and Exclusion

Let x be a set of N objects, and P(1), P(2),..., P(u)
be a set of u properties. Let N(i1,42,...,1,) be the number
of objects with properties P(i;), P(iz),...,P(i,). The
number of objects N (@) with none of the properties is given
by [3]:

N@®) =N - ZN(:') + Y N(Gy,ia)+...+(-1)

i1<iy

X 3 N(iyyia,... i) +...

11 <83...<iy

+(=1)*N(1,2,3,...,u) 3

There are u + 1 terms on the right-hand side of Eq. (3),
with the Oth term representing the total number of objects
in x. If all terms beyond the rth term on the right-hand
side of Eq. (3) are ignored, then the resulting truncated
sum is an upper bound when r is even, or a lower bound if
r 1s odd. Thus the maximum error magnitude introduced
in the inclusion and exclusion formula by ignoring all terms
beyond the rth term does not exceed the magnitude of the
(r+1)th term. This fact will be used later to upper bound
the magnitude of the errors of the approximate weight dis-
tribution formula.

B. Facts on Coding Theory

A linear (n,k,d) code over GF(q) can be generated
by a k x n generator matrix GG, not necessarily unique and
such that rank(G) = k. Let ! be the maximum number
such that no I or fewer columns of G add to zero. Then

1 <k (4)

Equality in Eq. (4) is achieved in the case of mazimum
distance separable (MDS) codes. Since G is the parity-
check matrix of C*, 1 = d* — 1. Let col;,, col;,, ..., col;;
be any j particular columns of G, j <! < k. It is obvious
that there exists a k x n generator matrix G’ of C and a
k x k nonsingular matrix K such that

G' = KG (5)

and col;,, coly,,...,col;; of G’ form a k x j submatrix

of the form (I) This fact guarantees that given any
0

pattern of j symbols on the #;th, isth, ..., i;th coordinates,
the number of codewords with the j-symbol pattern on
the ¢;th, ésth, ..., ;th coordinates equals g7 for j < 1.
This fact is important in the next section to evaluate the
cardinalities of some sets of decodable words.

I11. Derivation of Formulae

Let D be the set of decodable words of C. Let d be a
decodable word with Hamming weight u, u > n—1{. Let the
coordinates of d be indexed by {0,1,...,n—1}. Then d has
v zeros (v < 1), where v = n—u. Let V be a set of v coor-
dinates, |V| = v. Let {i1,42,...,4;} C {0,1,...,n—1}-V
be a set of j coordinates. Define S(iy,4s,...,4;) = {d :
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d € D and d has zeros in V U {i1,42,...,4j}}. A decod-
able word d € S(i1,i2,...,1;) always has at least v + j
zeros. For 0 < j < | — v, the number of zeros in the de-
codable words of S(i;,42,...,i;) is less than or equal to
l. Now, since all words lying within the Hamming spheres
(with volume V,,(t)) that surround codewords are decod-
able words, there are V,(t) disjoint cosets that contain de-
codable words. Each coset can be constructed by adding a
coset leader a (Hamming weight of @ < t) to each codeword
in C. Thus from the discussion in Section II.B, for each
of the V,,(t) different coset leaders (each corresponding to
a coset), there are ¢* V=7 codewords in C which, when
added to the coset leader, give decodable words with zeros
in the v + j coordinates. The number of decodable words
in S(iy,42,...,1;) is then given by

1SG1y 32, - . -,35)] = € Valt)

for 0<j<l—v (6)

For [—v+1 < j < n—v~d+t, the number of zeros in
" the decodable words of S(i1, iz, .. .,i;) exceeds I, and ap-
parently there is no simple expression for |S(i1, 42, - -, 4;)|-
Forn—v—d+t+1< j < n—v—t, the number
of zeros in a decodable word is greater than or equal to
n—d+1t+ 1, but less than or equal to n —t. Thus any
decodable word in S(i1,1z,...,1;) has weight less than or
equal to d —t — 1. It is not hard to see that the elements
of S(iy,i2,..-,1;) cannot be decoded into a codeword of
weight other than Q. Therefore, S(i1,42,...,i;) contains
all words of weight less than or equal to t in the coordi-
nates {0,1,..n — 1} — (V U {i1,43,...,3;}). Thus,

ISGir, 32, - -, 35)] = zt: (“;i)(q_ 1y

i=0

forn—v—d+t+1<j<n—-v-t (7)

Forn—v—t+1 < j < n—v, since j is greater than or equal
ton —v —t+ 1, the number of zeros v + j is greater than
or equal to n — ¢ + 1. Therefore, the number of nonzero
components is less than t. Thus, all words with zeros on
V U {iy,i2,...,1;} are decodable and thus
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forn—-v—-t+1<j<n—-v (8)

Inthecasesfor 0 < j <Il—-v,n—v—-d+t+1<
j<n—-v—t,andn—-v—-t+1<j<n-—uv, the set
i1,42,...,1; can be chosen arbitrarily from a set of u =
n — v coordinates. Thus for every choice of j, there are
(’J‘) sets S(i1,12,...,1;). By the principle of inclusion and
exclusion, the number of decodable words with exactly v

zeros in V, which is denoted by Dy, is:

Dy = IS@)|+ (1) T ISG)l + ..+ (1)

X Z |S(i1,i2,...,i,-)|
$1<82<...<8¢
F o A (1S i, incy)
-y M ) n—v—d+t ]
=Sy (N Y 1
j=0 J j=l-v+1
X Z lS(il,iz,...,ij)l
i1 <83<...<45
n~v—t fu t n—v—j )
Ly ()T )a-y
j=n—v—d+t+l J i=0

v 3 ey (e 9)

j=n—v—-t+1

If all the terms beyond the {—v—1 terms are ignored in the
above inclusion and exclusion formula, Eq. (9) is reduced
to

l-v-1

_ v u E—v—j .
D= X 1),<j)q Wa)+ B (10)



where

u

Br= (-0, e

- v

+ Y 118G )

j=l-v41l i <...<45

and |Ey| < (;¥,)¢* ' Va(t) (from the discussion in Section
ILA). If E; = 300, (1Y (§)¢* ="~/ Va(t) is added and

j=l-v

subtracted from Eq. (10), one has

— 1)
by, = Dy 4B+ B,

qn—k

(11)

If(,%)e > (I—:+l)’ that is, if u > gifl'—l(n -)~1,Eisa
sum of terms with alternate signs and descending magni-
tude. Then |E,| < (,* )¢*~'V,(t). Thus

p, =Yy ik (12)

qn—k

where E = Ey + E; and |E| < 2(,% )¢*~'V,(t). D}, can
thus be approximated by L5:—_1,,£V,,(t), and the goodness
of approximation depends on how small the ratio R =
E/[(g—1)¥q~(»~¥)V, ()] is. By using the upper bound on
|E|, an upper bound on this ratio is given by

2( ¢ k—1
R< (n-l)q

- (¢-1¢ (13)

Since v < I, there are (7) = (7) ways to choose v zeros
from {0,1,...,n ~ 1}. Then D, can be approximated by
the following expression:

S Dy eaeH(Da- 10 09

|Vi=n—-u

D, =

for u > max{n—1, 1—'5—1(11 -1 -1}

Strictly speaking, the derivation of Eq. (14) is valid
only for u > max{n — [, fiqf—l(n — 1) — 1}. However, it is
observed that in most cases Eq. (14) is also a close ap-
proximation to D, for u considerably smaller than n — !
(as in the case of Reed-Solomon codes). The upper bound
of R derived above has a denominator term (¢ — 1)* and
this indicates that this approximation formula is good for
nonbinary linear codes, and is not useful for binary linear
codes. The looseness of this approximation for binary lin-
ear codes is best illustrated by extended binary codes that
have only even weights. In the case of binary primitive
codes, Kasami et al. [4] generalized Sidel’nikov’s approach
[5] and showed that the weights of most binary primitive
codes have approximate binomial distribution.

Cheung [6] later showed this is also true for nonbinary
codes. It is conjectured in this article that the approximate
Eq. (14) for the weight distribution of decodable words is
also good for binary primitive codes. For nonbinary linear

codes, the upper bound on R shows that the approxima-
tion in Eq. (14) is particularly good for codes with large
alphabet sets. The upper bound on R for the (31,15,17)
Reed-Solomon code over GF(32) is given in Table 1. The
weight distribution of decodable words and its approxima-
tion (using Eq. 14) of the (31,15,17) Reed-Solomon code
are given in Table 2.

Given the approximate formula of D,, an approxi-
mate decoder error probability Pg(u) is obtained by sub-
stituting Eq. (14) into Eq. (1). It is observed that Pg(u)
approximates the constant Q@ = ¢~"V,(t) as u gets large,
where @ is the probability that a completely random error
pattern will cause decoder error. An upper bound of R
given by Eq. (13) shows that Pg(u) approaches @ “nearly
exponentially” (for nonbinary codes) as u increases.

IV. Conclusion

In this article, by using the inclusion and exclusion
principle, an approximate formula for the weight distri-
bution of decodable words of most linear block codes is
derived. The decoder error probability Pg(u), which is a
function of D, is then shown to approach the constant
Q as u gets large, where @ is the probability that a com-
pletely random error pattern will cause decoder error.
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This article will consider the problem of automating monitor and control loops
for Deep Space Network (DSN) subsystems. The purpose of the article is to give
an overview of currently available automation techniques. In particular, the article
will consider the use of standard numerical models, knowledge-based systems, and
neural networks. Among the conclusions is argued that none of these techniques
alone possess sufficient generality to deal with the demands imposed by the DSN
environment. However, the article will show that schemes that integrate the bet-
ter aspects of each approach and are referenced to a formal system model show
considerable promise—although such an integrated technology is not yet available
for implementation. The article should be of benefit to readers interested in any
aspects of DSN automation as it highlights the advantages and dangers of currently
available approaches to the automation problem. The article frequently refers to
the receiver subsystem since this work was largely motivated by experience in de-

veloping an automated monitor and control loop for the advanced receiver.

l. Introduction

Consider the problem of designing an automated mon-
itor and control loop for a DSN subsystem. This arti-
cle will refer to the “system” as the system being con-
trolled and the “loop” as the hardware or software (or
human) component which is used to monitor the system
and control its behavior. For example, a receiver is a sub-
system which is normally controlled in a relatively man-
ual manner by human operators. This article will argue
that reliance on purely manual control techniques will not
be sufficient to cope with future subsystem technologies
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and an increasingly complex DSN ground station envi-
ronment. Autonomous or semiautonomous control loops
will be necessary. This article will address some basic is-
sues regarding automated monitor and control loops: how
should such loops be designed and what general princi-
ples should be used? Specifically, the problem is defined
in a very general manner using a state-space model and
evaluating current technologies such as knowledge-based
systems and neural networks in this context. The monitor
and control problem can be decomposed into four basic
subfunctions: obtain sensor data, estimate system param-
eters from the data, make decisions based on the estimated



Table 2. Weight distribution and its approximation
for the number of decodable words of the (31,15,17)
RS code over GF(32)

Table 1. Upper bound on R
for the (31,15,17) RS code

R

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

2.74943144e—-024
1.50775270e—024
4.37734673e—025
8.94296586e—026
1.44241389¢—-026
1.95423782e—027
2.31146419e—028
2.44993596e—029
2.37090920e—030
2.12446863e—031
1.78181347e~—-032
1.41082139e—033
1.06190837e—034
7.64152968e—036
5.28215447e—037
3.52143591e—038

u Du (exact) D’u (approximate)
9 1.998e+014 2.999e+015
10 5.232e+-016 2.045e+4-017
11 6.348e+4-018 1.210e+-019
12 4.817e4-020 6.253e+4020
13 2.613e+4-022 2.833e+022
14 1.113e4024 1.129e+024
15 3.970e+025 3.968e+025
16 1.231e+027 1.230e+027
17 3.364e4-028 3.364e+028
18 8.111e4029 8.111e+029
19 1.721e+031 1.721e+4-031
20 3.200e+032 3.200e+032
21 5.196e-+033 5.196e+033
22 7.322e+034 7.322e+034
23 8.822e+035 8.882e+035
24 9.178e-+036 9.178e+036
25 7.967e+037 7.967e4037
26 5.699e+038 5.699e+038
27 3.272e+039 3.272e+039
28 1.449e+-040 1.449e+-040
29 4.647e+040 4.647e+040
30 9.603e+-040 9.603e+040
31 9.603e-+040 9.603e+040
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parameters, and implement the decision by changing sys-
tem inputs. Previously reported work on station automa-
tion [1, 2] has focused on the automation of operational
procedures, namely the automation of data collection and
control implementation, the first and fourth subfunctions
listed above. Traditionally, the estimation and decision-
making subfunctions have been performed manually by
human operators. These are precisely the subfunctions
on which this article focuses, i.e., this is what is referred
to as automated monitor and control.

I1. A Statement of the Problem

A simple general model of a DSN subsystem which
one wishes to control is shown in Fig. 1. I,(t) and O,(t)
are defined as the observable inputs and outputs respec-
tively, and I5(¢) and O;(t) as the nonobservable inputs and
outputs, where ¢ denotes time. H is the open-loop transfer
function of the system, i.e., O(t) = H(I(t)).

In addition, there is possibly an a priori system model
M. The rules of the game comprise of being given I,(t),
O,(t), and M at time ¢, and trying to effect a particular
input/output transfer function H at some time t + 6t by
changing whatever subset of the inputs I,(t) one is allowed
to control. This is a very general description, and, for ex-
ample, could equally well describe an implementation of
an adaptive control loop using classical control theory, or
a human trying to perform real-time fault-diagnosis in or-
der to restore normal operating system behavior. A key
point of this article is that there is a need to be concerned
with all such levels of control. The need for modeling very
different control loops of this kind in an integrated manner
will be identified. The function of most DSN subsystems
is to deliver or process signals or data subject to some cri-
teria. Hence, the automated loop must be able to perform
a variety of functions such as performance optimization
and fault detection in order to satisfy overall system per-
formance criteria. The article will return to this point
in much greater detail later. This requirement will entail
that the loop has a model, in some form, of the system it
is trying to control.

Figure 2 shows the general feedback control scheme,
where G represents the control-loop function. For exam-
ple, if the system can be modeled accurately by closed-
form analytic solutions, then G may be implemented as
a set of equations such as a phase-locked loop (PLL) or
other such receiver structure. However, at the level of in-
terest here (namely, entire subsytems such as the receiver),
analytic closed-form solutions are not practical and it is

traditional to close the loop manually, i.e., G is a human
operator.

For two reasons the usual engineering analysis ap-
proach will not work directly on this problem: first, the
open-loop system transfer function (call it H) is often non-
linear and too complex to model accurately. Secondly, the
transfer function may vary over time and be a function of
the input variables. Remember that this is an entire sub-
system involving the interaction of hardware and software
components. Hence, the system will have a set of states
(possibly infinite). Let the state of the system at time ¢
be S(t). The transfer function H is then H(S(t),1(t)).
The only time when H is known exactly may be for a sub-
set of states S,, which might be thought of as “normal
operating states.” This is precisely the case for which lit-
tle or no external feedback (G in Fig. 2) is required since
internal feedback in the subsystem components (for ex-
ample in the PLL component) will automatically produce
the desired output. One is interested of course in the other
cases (S(t) ¢ Sn), namely, spurious system behavior due
to “non-normal” inputs, faulty components, etc.

As a concrete example, consider the receiver subsys-
tem. Receivers are designed to work specifically on a
known class of modulated signals at specific predicted fre-
quencies. Hence, S, corresponds to the case where the
signal is at the correct position in the spectrum, of the cor-
rect modulation format, and the noise is bounded within
expected characteristics. As is well-known, achieving opti-
mal receiver performance even when all these assumptions
are true is a very non-trivial design problem. Hence, sys-
tem designers can hardly be expected to account for the
large class of spurious system states that may arise dur-
ing field operations, e.g., new noise characteristics, in-band
radio-frequency interference (RFI), problems in other sta-
tion subsystems, or system components which behave er-
roneously or fail. As previously mentioned, it has been
traditional in field environments such as the DSN to have
the human operator detect and correct spurious system
behavior using his/her knowledge of the system and the
environment. A point of this article is that manual con-
trol of this nature is neither feasible nor desirable in the
long run.

There are two primary considerations: where to place
G relative to existing subsystems and human operators
and, secondly, how to implement G. This article will pri-
marily focus on implementation issues, but will first briefly
consider the issue of where to place an automated loop
component relative to the existing DSN subsystem envi-
ronments.
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i111. Basic Architectural Considerations

Consider once more Fig. 2. There are a number of pos-
sible avenues one could pursue. One could close the loop
within the box (i.e., internally in the system as shown in
Fig. 3) and let the the operators function as they currently
do, relating inputs to outputs with little information as to
the inner state of the system. This is feasible and reduces
interface problems, but may actually introduce a new set
of difficulties for the operator: the behavior of the internal
control loop may make it very difficult for the operator to
understand the behavior of the system, i.e., it is even more
difficult to operate than previous “open-loop” systems.

An alternative approach is to replace the operator en-
tirely and close the loop completely autonomously (Fig. 4).
This approach is probably not necessary for DSN sub-
systems, since it is widely acknowledged that in any au-
tomated control system operating in uncertain environ-
ments, human intervention may always be necessary in
emergency situations. A good example is that of autopilot
control schemes in commercial airliners, where emergency
situations require that the human pilots break the auto-
matic control loop.

This paradigm of semiautonomous control (Fig. 5)
introduces the important component of situation assess-
ment. In airliners, for example, for the pilot to break the
automated loop and effectively take over control, he must
be able to assess the current state of the system or the
context in which the automated control loop was acting.
This issue requires that the automated system must in
some sense be able to communicate at any time the cur-
rent state of both the system and the control loop to a
human operator. Hence, semiautonomous control entails
that the control loop contains a high-level model of the
system it is trying to control.

Another important practical point is that in order for
the control loop G to be effective it must have access to all
of the relevant system data and be able to control system
parameters, i.e., a comprehensive sensory and effectory
system must be in place. This is a fundamental require-
ment. Subsystems should be designed initially such that
future hardware and software links to external automated
control loops can be easily and cleanly implemented, e.g.,
hardware ports, software accessibility, etc. This holds true
even if the automated loop is built into the originally de-
signed system, since at the next level of automation these
control loops will need to communicate with higher-level
systems such as a monitor and control system for an entire
ground station.
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IV. A State-Space Model for
Automated Monitor and Control

Consider in more detail the nature of the control loop.
One can decompose the problem into two parts: deter-
mining the state of the system at time ¢ (estimation) and
effecting some control action on the system to achieve de-
sired behavior at time t 4 6t (decision). Monitoring the
state of the system is a necessary prerequisite to controlling
it, since controller actions need to be context dependent,
i.e., what is done to control the system depends on the
state of the system and the input variables (both observ-
ables and unobservables). This is the crux of the problem.

As described earlier one can define S(t) as the state of
the system at any time ¢, and S,, is a set of states defined as
“normal operating behavior.” Hence one can define the set
of states S; as system states indicating spurious behavior
and potentially requiring corrective control action, where
S5 is the complement of S,, over the entire set of possible
system states. The purpose of the monitor/controller G
can be restated as follows:

(1) At any given time ¢ obtain a state estimate S of the
true state S(t) of the system, where

3 = 1(1(8),05(t), M, (3, 1,,0,,1)) (1)

where I,(t) and O,(t) are the observable inputs and
outputs, M is an a priori model of the system, and
h(-) is a finite history of previous estimated states and
input and output variables.

(2) ¥ S € S5 choose a control action to achieve a specific
set of outputs at time ¢ + 8¢ in the future, by setting

L(t +6t) = 9(8(), M, L,(2), h(3, I,,,O,,,t)) (2)

While this state estimation and transformation model
is not the only possible model, and is somewhat of a sim-
plification, it serves the purpose of giving a good insight
as to the basic nature of the problem. The first step, that
of estimating the state of the system, is quite challeng-
ing in itself since the state-space model will necessarily be
quite complex for any realistic system. This step must be
solved before proceeding to step (2), since typically control
actions are quite sensitive to context information, i.e., the
state estimate S. For example, an operator’s actions on



a receiver depend directly on what the operator perceives
the current state of the receiver to be, e.g., whether or not
the PLL is in lock or not.

The state-space model is useful because of its gener-
ality. In this framework a phase-locked loop is a very well-
specified state estimation and control scheme operating on
a signal in real-time. At the other end of the spectrum,
the human operator is implementing a much more heuris-
tic and adaptive estimation and control scheme at a much
slower rate, what one might term “human real time.” One
is interested in control loops that operate between these
two extremes. The remainder of the article will examine
current technologies in the context of this state estima-
tion and control model. The possible approaches can be
divided into three broad paradigms (standard numeric al-
gorithms, knowledge-based systems, and neural networks)
not because they form a well-defined taxonomy for model-
ing autonomous control systems, but simply because of the
widespread interest in techniques of this nature and their
potential applications. A goal of the article is to clarify to
which types of problems each approach is best suited, and
in the process debunk some common myths.

V. Standard Analysis and Algorithms

Engineers like to model systems using differential or
difference equations and then, by analysis of the mathe-
matical model, design an estimator and controller subject
to cost and performance criteria. The quality of the result-
ing control loop hinges critically on the accuracy of the as-
sumed model, e.g., whether the real noise statistics fit the
parametric model or not. By weakening the assumptions
(e.g., by using non-parametric statistical models) one can
improve the generality of the model but it then becomes
correspondingly more difficult to design the control loop.

Some systems are simply impossible to model accu-
rately using closed-form mathematical solutions alone. It
is a key point of this article that DSN subsystems fall into
this category. The advanced receiver subsystem, for ex-
ample, will be a complex mixture of interacting hardware
and software components. Clearly, at the local compo-
neni level, existing analytical models will be quite accu-
rate, e.g., the transfer function for an accumulator or an
automatic gain control (AGC) circuit. However, one is in-
terested in the global picture, how the components interact
together to determine system behavior. Direct modeling
via equations is hardly practical. For instance, how does
one combine information such as “E,/Ny = 9.5 dB” and
“the board for calculating FFTs is down”?

The key point to note is that variables of interest must
be abstracted to the appropriate level of representation.
The issue of representation is critical. The model should
necessarily entail different levels of abstraction, from rel-
atively high-level system configuration concepts (such as
a board being down) down to quantitative real-time pa-
rameter estimates (such as the value of E,/N;). One can
conclude that exact mathematical models have an impor-
tant role in control loops but are not sufficiently powerful
in terms of representation to meet requirements.

VI. Knowledge-Based Systems

The term “knowledge-based system” is used rather
loosely to describe any system where knowledge about the
system is explicitly represented in symbolic form, as op-
posed to being embedded in a low-level algorithm. There
is an increasing realization that any system which intends
to communicate with other agents, be they other pieces
of software or humans, needs to be able to abstract its
information to the appropriate level. In addition, explicit
knowledge representation buys the ability to modify the
control system, to update it, etc., in an efficient man-
ner. The potential value of portable, easily-modifiable
code that can be changed relatively effortlessly is enor-
mous.

A. Rule-Based Expert Systems

Rule-based expert systems have proven to be very
popular in recent years as solutions to the type of con-
trol problem discussed so far. Essentially, they attempt
to replace or augment the human operator by a program
which contains a representation of his expertise as a set
of rules. The question will be “Is this a good modeling
tool for solving the DSN automated monitor and control
problem ?”

First consider the basic characteristics of this
approach. The rules represent situation—action pairs or
symptom-diagnosis pairs based on the expert’s experi-
ence. Generally this approach works well in domains where
experts do well and the domain is not particularly well-
understood at a basic theoretical level, e.g., in many med-
ical applications where basic cause and effect relationships
are not known. Conversely, a rule-based system degrades
rapidly in performance when faced with novel problems
(symptom combinations not encoded as rules) which the
expert has never encountered before. In artificial intel-
ligence, this type of rule-based representation, based on
experiential knowledge alone, is referred to as a “shal-
low” model, since it is based on simple pattern-matching
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without reference to any deeper causal domain theory.
It is important to point out that impressive results have
been achieved in real applications using rule-based systems
and that the technology is available for implementation at
present and is well-understood. What this article is try-
ing to do is to identify the limitations of the approach in
relation to a particular monitor and control problem.

With reference to Section IV, which defined the mon-
itor and control problem as a two-step procedure based on
the estimation function f( ) and decision function g( ),
a rule-based implementation can be considered as follows:
effectively the functionality of f( ) and g( ) are combined
together into single condition-action pairs or rules. Hence
the rules define a heuristic mapping from system parame-
ters to control actions. In this sense the state of the system
is never formally evaluated. The consequent implications
for semiautonomous control and situation assessment are
obvious, i.e., it will be very difficult for an external agent
to take over system control in an effective manner.

Rule-based systems are not particularly appropriate
in domains where any of the following hold true:

(1) The experts have limited experiential knowledge (are
not really experts) or, indeed, there are no experts.
This latter problem arose in the advanced receiver
expert system project since the system has not been
fielded in an operations environment.

(2) There exists a well-defined domain theory, at least at
the component level, i.e., well-defined functional and
structural properties in the system exist which are
fundamental to problem diagnosis.

(3) The external environment is subject to change and,
hence, novel problems are likely.

(4) Time and procedural information are critical to rea-
soning about the domain, e.g., in setting up a link to
a spacecraft there is a definite sequence of procedu-
ral steps which occur. Rules are very inefficient at
representing procedural knowledge.

System designers are not the types of experts that
rule-based expert systems are intended to model. Their
knowledge consists of causal reasoning based on first prin-
ciples rather than the experiential situation—action pairs of
an experienced system operator. While it is true that one
can recast basic domain knowledge in the form of rules, it
tends to obscure the underlying causal domain theory, i.e.,
it is not an efficient way to represent this type of knowl
edge. For a new system like the advanced receiver there
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is no experiential or heuristic knowledge available. This
problem of designing “expert” systems without experts
is quite challenging—this article will show later how the
notions of model-based reasoning and learning algorithms
may provide useful solutions. A practical approach might
be to initially field the system with some form of intelli-
gent model-based control loop which includes a capability
for rule-based representation, and, as expertise develops,
integrate experiential rules into the loop.

Given the above observations, it is clear that rule-
based expert systems are not a very good overall model
for the problem discussed here. It is important to keep
in mind that rule-based systems were originally developed
primarily by the medical community as a consultative off-
line tool, i.e., a program with which a human interacted,
answered queries, and received recommendations. Expert
systems were never explicitly designed to operate in active,
real-time modes in domains where expertise is scarce and
reasoning from first principles is essential.

Nonetheless it is important to counter the common
myth that rule-based models require dedicated hardware
and software components to work and operate separately
from “ordinary” software on special purpose machines.
Recent trends in the application of rule-based systems
have been very much focused on integrating the rule-based
approach with standard software, e.g., rule bases can be
called by standard procedural programs, integrated with
common databases, etc. At the present time most com-
mercial shells are available in languages such as C. Hence,
the paradigm of a standard procedural control loop that
can call a function to perform rule-based reasoning (to de-
termine the value of a global context variable, perhaps),
which is written entirely in a relatively low-level language
such as C, and which can be executed by a single-chip mi-
croprocessor may be a much more useful paradigm than
relying on the conventional rule-based approach as the ba-
sic model for control loops.

B. Model-Based Reasoning

Researchers in artificial intelligence have recognized
the limitations of purely rule-based systems as outlined
above and have consequently moved on to investigating
more powerful knowledge representation techniques.
Atkinson [3] gives a useful overview of recent AI appli-
cations for monitor and control in the aerospace domain.
This is of interest since, as with the DSN subsystem prob-
lem, monitor and control of aerospace systems involves a
large amount of temporal, procedural, and first-principles
knowledge. The notion of model-based reasoning is loosely
based on the idea that if a reasoning system knows the



function and structure of each system component (at some
appropriate level of representation), and knows how these
components are connected together, then by observing cer-
tain input and output system parameters it should be able
to reason from first-principles to infer system behavior,
e.g., detect the most likely cause of a fault. This is an
attractive paradigm for the domain discussed here. Re-
search in this area has primarily been domain-dependent,
with perhaps the most common domain being that of trou-
bleshooting electrical circuits [4]. A particularly notable
application (in a different domain) is the LES system [5]
which monitors and controls the critical loading of liquid
oxygen onto the space shuttle at Kennedy Space Center
prior to launch-—the system has been able to perform fault
detection and isolation in 10 sec as compared to the 20 min
taken by manual methods.

Model-based reasoning is quite different from the rule-
based expert system approach and has been associated
with the term “deep knowledge” or common-sense reason-
ing. Unfortunately, from an applications point of view,
there are many unsolved problems which remain the sub-
Jject of ongoing research. For example, the computational
requirements can scale exponentially with the number of
components under consideration. Another problem is that
there has been very little applied research in this area and
hence there is very little practical feedback available for the
purposes of determining the appropriate level of granular-
ity for such models. For example, for a signal-processing
subsystem such as a receiver, should the model entail first-
principles knowledge regarding linear systems theory, or is
this too detailed? A useful overview on the current state
of research in applying model-based reasoning to commu-
nication systems is given in [6].

However, despite the unresolved issues, it is impor-
tant to realize that a priori knowledge of DSN subsystems
often falls into this model-based category, i.e., well-defined
component models of function and structure. With the ad-
vanced receiver, for example, this is very much the case,
but with the scarcity of research results and applications
in this area (none at all in the communication systems do-
main to the author’s knowledge) it was not possible to ap-
ply these ideas directly to the problem at hand within the
resources available. One can conclude that model-based
reasoning appears promising as a useful modeling tool for
the DSN domain and worthy of further attention.

C. Artificial Intelligence and Decision Theory

There has recently been a considerable amount of
cross-disciplinary work relating Al with decision analysis
and decision theory. Decision theory and analysis grew

out of statistical decision theory and has developed a con-
siderable basis of theoretical principles and practical tech-
niques for modeling choice and decision in uncertain en-
vironments. Applications of this technique have typically
been for decisions in economic and military environments
where decision theory can render decision-making a formal
statistical modeling problem rather than a subjective pro-
cedure, e.g., an oil company may wish to decide whether or
not to commit resources to drilling an oil well in a particu-
lar location. More recently, this work has been applied to
problems which are typically within the AI domain, e.g.,
fault diagnosis or reasoning with uncertainty. The key
shift in focus has been the notion of using decision the-
ory as a theoretical model for decision by an autonomous
agent, rather than using it to analyze specific human deci-
sion scenarios. In a sense, one might say that this involves
decision synthesis rather than decision analysis.

Whether or not decision theory can be applied to the
DSN monitor and control problem remains an open ques-
tion. As with model-based reasoning, research on this
topic is still in relative infancy. Theoretically, since the
monitor and control loop discussed in this article involves
a decision element, there can be no question that decision
theory is an appropriate formal model for an autonomous
decision agent. There are two key benefits that could be
gained from using this approach:

(1) Decision analysis emphasizes and provides many tools
for the initial structuring and modeling of the prob-
lem at hand, e.g., the use of influence diagrams, a
technique for structuring and identifying causal mod-
els. Using these techniques would formalize the initial
model-building part of the control loop design process.

(2) The use of statistical decision theory as the basis for a
rational decision agent is particularly appealing. For
example, in an advanced receiver it may be possible to
combine several fast Fourier transform (FFT) power
spectra in a noncoherent manner. Deciding how many
spectra to average over involves a tradeoff between the
variance of the spectral estimate and the time taken
to perform the estimate, i.e., the time delay in the
control loop. Clearly this decision is very much coan-
tert-dependent on parameters such as carrier-to-noise
ratio and estimated carrier Doppler rate. For exam-
ple, it is more important to minimize the time-delay
when one is not in lock than when one is in lock. Util-
ity is defined as a quantitative measure of the overall
benefit or cost which accrues to the decision-maker
from a particular action/outcome pair, i.e., if he/she
decides on an action a;, and event ¢; subsequently oc-
curs, u(a;, €;) is a defined utility for this pair. For the
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purposes here, utility might be defined as the vari-
ance/time tradeoff associated with each action/event
pair. Rational decision-making corresponds to choos-
ing the action a; which maximizes one’s expected
utility with respect to the probability space defined
over relevant events, i.e., a probability space involving
context-valued variables such as in-lock /not-in-lock.

However, as with standard algorithms and analysis,
decision theoretic models alone are not sufficiently rich as
a knowledge representation scheme to offer a stand-alone
solution. Nonetheless, there is a strong case for their in-
clusion as a solution component and their integration with
more conventional approaches.

VIil. Neural Networks

What is a neural network? One view (from an algo-
rithm designer’s perspective) is that they are highly dis-
tributed, nonlinear models for implementing function es-
timation, i.e., given input and output samples of a “black
box” the neural network can reproduce the functionality
of the “black box” in general. This view may be somewhat
narrow, but generally speaking, optimization, adaptation,
pattern recognition, etc., can all be suitably recast into the
notion of function estimation. Hence, for example, neural
networks can form the basis for computationally power-
ful, nonparametric statistical estimation tools. Indeed, it
seems that early successful applications of this technology
may be found in computationally intensive pattern recog-
nition and signal processing problems which have proven
to be difficult to model via traditional serial, linear, non-
adaptive models, e.g., speech recognition, optical character
recognition, nonlinear signal processing, adaptive control,
etc. Typically, it seems that the less one knows about
the problem solution a priori (e.g., the less one under-
stands about the noise characteristics of the problem), the
more favorably a neural solution will compare to standard
alternatives such as Markov models, Bayesian classifiers,
etc. The availability of dedicated hardware within the next
decade will be a major factor in determining the future of
neural network technology.

How do neural networks relate to the monitor and
control problem in this article? One could certainly envi-
sion possible applications in terms of real-time estimation
and adaptive control, particularly at the signal level. But
as with each of the approaches we have considered earlier, a
neural network would not be sufficient as an overall system
model. In particular, given the current understanding of
the neural approach, there is no way to incorporate a priori
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knowledge into the network. In terms of the earlier two-
step model, the decision function g( ) is learned entirely by
the network itself, with no reference to the a priori system
model M. Neural networks are essentially “black boxes”
in that they learn and implement input/output mappings
efficiently—but their representation of this mapping is im-
plicitly embedded in a distributed manner in terms of
learned weights. Hence, for example, one cannot incor-
porate existing functional and structural knowledge about
the subsystem discussed here into the network. One can
conclude however that as a subcomponent of the overall
model, say as a nonparametric signal/RFI classifier, the
neural network approach shows significant promise pro-
vided the hardware becomes available.

VIIl. Summary

The need for automating monitor and control func-
tionality in DSN subsystems is becoming more apparent
as technology (sensors and computational resources) im-
proves to the extent that operators can no longer be ex-
pected to assimilate system data and make decisions in
real time. This article has shown that in whatever man-
ner one may implement such a monitor and control loop,
it clearly needs to include a model of the system, whether
it is implicitly embedded in equations or rules, or more
formally represented in an explicit manner. The argu-
ment for a formal representation model revolves around
three facts: first, it renders the loop design problem more
tractable as it provides the reference point from which to
integrate different numeric and symbolic approaches. Sec-
ondly, it increases both the life cycle and the flexibility
of the designed software (making it easier to transfer pro-
totype systems of this nature from a research laboratory
to field implementation). Thirdly, it facilitates communi-
cation between the subsystem and higher authorities, be
they human or automated.

It is apparent that the currently available paradigms
for implementing control loops each have distinct advan-
tages, yet, for the purposes described in this article, none
are sufficiently powerful as an overall system model. It
may be conjectured from these observations that success-
ful monitor and control systems in the DSN domain will
incorporate models which integrate the more appropriate
aspects of each approach. One could envision a model-
based representation that is run using decision-theoretic
principles and that controls and calls lower-level analytic
models and neural-based estimation schemes in a context-
dependent manner. For example, in the receiver, compu-
tational resources could initially be focused on acquisition



(using an FFT to locate peaks in the spectrum [7]), while,
once lock is achieved, resources could be allocated to RFI
monitoring and parameter optimization.

In the short term, the issue of model-based techniques
and their integration with standard numerical models ap-
pears worthy of further investigation and application. For
example, the use of object-oriented programming tech-
niques appears to have considerable potential for imple-
menting models of this nature. Rule-based expert systems
will have their role to play, but the system implementer is
advised to be wary if the domain primarily involves tempo-
ral, procedural, or first-principles knowledge. Using rule-
based systems as a component of an overall solution seems
like a much more reasonable approach, particularly given
that (as discussed earlier) rule-based code can now be writ-
ten in “low-level” languages such as C and consequently
embedded in standard software. Neural network technol-
ogy may be applicable to specific subcomponents of the
estimation and control problem, particularly once dedi-
cated hardware becomes available. Hybrid systems, which
combine aspects of each approach appear potentially to
be the most promising avenue, but little research and/or
applications has been carried out in this arena, and hence
they appear to be more of a long-term prospect.

A final point worth noting concerns that of learning
algorithms, i.e., systems which can improve their perfor-
mance over time. A little thought will convince the reader
that, in this domain, learning may proceed much more ef-

ficiently and effectively if it is referenced to an initial sys-
tem model. A very general viewpoint is that in modeling
any system one can introduce an a priori bias (e.g., a set
of assumptions) into the model, as in Bayesian statistics.
A strong bias will only help the model if it is accurate,
whereas very weak biases will make the learning problem
much more difficult. A case in point for automated mon-
itor and control of man-made systems is that the a priori
bias, in the form of a functional and structural component
model M, is necessarily correct and accurate. Hence, in
principle, it can only improve the quality of the overall
control loop and any learning componenttherein.

IX. Conclusion

Many real-time monitor and control applications will
not be sufficiently well-modeled by rule-bases, neural net-
works, or standard algorithms on their own. This article
reviewed the current state-of-the-art in this area and saw
that more powerful representational models are in the off-
ing. One concludes that an effective modeling technique
would be one which integrated the better aspects of each
approach by referencing them to an explicit functional and
structural model of the system. Off-the-shelf solutions of
this nature are not currently